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I has caused significant 
consternation across work-
forces, with fears the tech-

nology will replace employees. Even 
so, many workers are happy to use 
generative AI in their jobs – but per-
haps not in ways their managers 
would like.

Some bosses claim to encourage 
innovative uses of AI to streamline 
workflows. However, too many 
employees are using the technology 
in ways that are not sanctioned by 
their employers, in a phenomenon 
known as 'shadow AI'. 

According to Deloitte, just 23% of 
those who have used GenAI at work 
believe their manager would approve 
of how they’ve used it. Crucially, the 
unofficial use of AI in the workplace 
is putting organisations at legal, 
financial and reputation risk.

So why are so many workers using 
AI on the sly? And what can employ-
ers do to clamp down on the practice?

The University of Sussex and mar-
keting firm Magenta are undertak-
ing a research project into how 
GenAI is being used in the commu-
nications industry. The aim is to 
produce a best practice framework 
for businesses, which can be adapt-
ed and tailored to their own needs.

According to the survey’s prelimi-
nary findings, workforce IT is rife 
with shadow AI. One in 20 workers 
told the researchers that they're 
using AI in total secrecy – and many 
more are at least partially secretive.

"More people talk about it with 
their co-workers than their manag-
ers and they aren’t always open 
about the extent to which they are 
using it," says Greg Bortkiewicz, a 
senior consultant and digital lead at 
Magenta. "In many cases, their 
employer simply hasn’t asked if 
they are using it."

The main reasons for using GenAI 
in secret include fears of accusa-
tions of laziness or incompetence 
and embarrassment over needing 
help, according to the survey.

Moreover, many workers say 
there’s no need to tell their employ-
er about their use of AI because it 
doesn’t really matter. Managers 
must take notice of this sentiment, 
because the use of shadow AI does 
matter – a lot.

Shadow AI can pose significant 
legal, ethical, operational and secu-
rity risks. It can also expose compa-
nies to substantial fines under 
regulations such as the General Data 
Protection Regulation (GDPR) in the 
EU and the California Consumer 

Privacy Act (CCPA) and Health 
Insurance Portability and Account-
ability Act (HIPAA) in the US. 

Security threats are a particular 
concern. Only a quarter of ChatGPT 
accounts used in the workplace are 
corporate accounts, according to 
research from data security firm 
Cyberhaven. These non-enterprise 
accounts feed information into 
public models, posing considerable 
risk to sensitive data, explains 
Cyberhaven CEO Howard Ting. 

"Alarmingly, a substantial portion 
of sensitive corporate data is being 
sent to non-corporate accounts. 
This includes roughly half of source 
code, research and development 
materials and HR and employee 
records," he says.

Indeed, 38% of UK office workers 
admit that they or a colleague have 
fed sensitive information – such as 
customer, financial or sales data – 
into a GenAI tool, according to 
research from data management 
firm Veritas Technologies.  

“The financial implications are 
also significant,” says Luke Dash, 

CEO of compliance platform ISMS.
online. “Misuse of AI can lead to 
unexpected costs for damage con-
trol, compliance fines and compen-
satory damages, diverting resources 
from sanctioned initiatives and 
affecting overall profitability."

Despite these risks, organisations 
are failing to impose strict policies 
on the use of AI in the workplace. 
Market research firm Sapio Research 
recently found that fewer than half 
of businesses have restrictions on 
the information that can be submit-
ted to an AI, limitations on which 
roles can use GenAI, guidance on 
acceptable use or strict limitations 
on access.

The ISO 42001 standard for AI 
management systems is a good 
starting point for a shadow AI poli-
cy. This outlines best practices for 
the management of secure and eth-
ical AI systems, including elements 
such as data privacy compliance, 
security protocols and continuous 
risk assessments.

More broadly, policies on shadow 
AI should address the types of AI 

tools that may be used, any approv-
als that should be sought before 
using the technology and any lim
itations on using AI-generated  
copy or outcomes, says Chris Hogg, 
a partner at Bloomsbury Square 
Employment Law.

The policy should also include 
directions on oversight and due dili-
gence. It should clearly state who 
has responsibility for evaluating 
and approving the use of new AI 
technologies and spell out the con-
sequences for breaches of the policy.

"A clearly worded policy reduces 
the risk of employees using shadow 
AI as there are clear parameters for 
them to follow," Hogg says. "It also 
makes it easier to take action 
against employees who continue to 
use shadow AI to the detriment of 
the business."

Nicholas Le Riche, a partner in 
the employment practice at law 
firm BDB Pitmans, agrees. "Crucial-
ly, the policy should expressly con-
firm that it applies to the use of AI 
on both an employee’s own device 
as well as work devices and it should 
also explain that content generated 
by AI applications will be moni-
tored," he adds.

Regular reminders can help keep 
staff on track. Cyberhaven Labs 
found that when workers are pre-
sented with a pop-up message 
warning them when they do some-
thing potentially dangerous, such 
as pasting source code into a per-
sonal ChatGPT account, ongoing 
risky behaviour falls by 90%. 

Global digital product studio and 
B Corp Ustwo recently developed a 
policy covering shadow AI. "Our AI 
control serves as a formal docu-
ment within our ISMS (information 
security management system) and 
across our company policies, pro-
viding clear rules and transparency 
for anyone who wishes to under-
stand our approach to AI," says 
head of IT Greg Rochford.

The policy details everything 
from data collection and training to 
innovation strategies, Rochford 
explains, along with the deploy-
ment of AI within Ustwo and for the 
company's clients.

Such clear policies not only 
strengthen internal security, but 
they also reassure clients that their 
data is being handled responsibly, 
says Rochford. 

As organisations ramp up the use 
of AI across their workforce, man-
agers would be wise to ensure that  
employees using this technology 
are doing so out in the open, not 
hidden in the shadows. 

Employers fear the 
consequences of shadow AI
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Workers are increasingly using AI without employer approval, raising legal 
and security risks for businesses. Clear policies are needed to curb the danger
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he buzz surrounding AI is 
inescapable. Every day, 
new AI capabilities are 

announced, upgraded models are 
released and unexplored applica-
tions come into focus. Alongside 
this avalanche of news is an increas-
ingly polarised debate about AI’s 
impact on society. The ‘AI doomers’ 
claim that we are witnessing the 
beginning of the end, while the ‘AI 
boomers’ believe the future has 
never looked brighter.

How should organisations inter-
pret these advances? What critical 
aspects of AI will shape their future? 
And, what does this mean for ongo-
ing digital transformation projects?

The expectations of return on 
investment for AI have been ambi-
tious. For instance, a study by the 
Alan Turing Institute in March 
2024 found that AI could be a driver 
of massive productivity gains in the 
UK Government, potentially auto-
mating 84% of repetitive tasks in 
the coming years.

But will these possibilities 
become reality?

Serious doubts are emerging about 
whether AI will live up to expecta-
tions. Headline breakthroughs are 
struggling to reach the bottom line.  
Slow integration with existing sys-
tems and concerns about security 
and privacy are stalling the rollout 
of AI in larger organisations, while 
small-scale AI use elsewhere is not 
yielding significant gains beyond a 
few narrow applications in custom-
er service and marketing.

The true challenge lies in effec-
tively scaling up AI adoption. To 
succeed, critical questions need 
answers: How can we translate 
learnings from pilot projects into 
enterprise-wide transformations? 
What obstacles must be overcome to 
seamlessly integrate AI into exist-
ing workflows? How can early suc-
cesses develop into measurable, 
substantial benefits?

Leaders and decision-makers are 
struggling to move from the initial 
phase of AI experimentation to AI 
value-creation. To progress, they 
need guidance that recognises 
their specific issues and focuses on 
the challenges of AI adoption. They 
need a set of concepts to help them 
understand the risks and opportu-
nities they face in using AI technol-
ogies. They want to see examples of 
AI success and must acquire knowl-
edge of AI's core capabilities to ask 
better questions about what’s avail-
able, what’s on the horizon and 
what’s still a long way off from 
being deployable.

Finding ways to deliver AI at scale 
is becoming the key focus for organ-
isations. Several best practices are 
emerging. First, scaling up AI from 
pilot programmes to enterprise-wide 
initiatives demands meticulous 
planning and substantial invest-
ment. Starting small is vital. Pilot 
projects conducted in controlled 
environments allow for testing and 
refinement before broader imple-
mentation. This cautious approach 
mitigates risks and paves the way 
for informed decision-making.

Second, progress depends on start-
ing with a robust foundation. AI will 
exert pressure on existing systems 
and skills. Ensuring technological 
and organisational infrastructures 
are equipped to support AI is cri
tical. This includes robust data  
management, powerful computing 
resources and a skilled workforce.

Finally, change management is 
vital for successful AI adoption. 
People are integral to this process. 
Successful case studies demon-
strate how leaders must consistently 
communicate their vision, address 
concerns and provide necessary 
training to secure buy-in from all 
stakeholders. This supports the ulti-
mate goal of continuous improve-
ment. AI is not a set-and-forget 
solution. It requires ongoing moni-
toring and refinement. Delivering 
AI at scale requires feedback mecha-
nisms that track AI performance, 
learn from outcomes and continual-
ly enhance AI applications.

Many organisations are adopting 
AI to rejuvenate stalled and stag-
nant digital strategies. By under-
standing AI's true potential, 
leveraging it for digital transforma-
tion and scaling up solutions effec-
tively, leaders can transition from 
merely surviving in the age of AI to 
thriving in it. 

‘The challenge is 
effectively scaling up  

AI adoption’

I N S I G H T

Professor Alan Brown
AI director, Digital Leaders

Professor Alan Brown suggests some guiding 
principles for making large-scale AI work
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Share of UK workers using GenAI at work for the following purposes

Generating ideas

Looking up information

Creating written content

Writing/editing emails

Summarising text
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Proper planning, long-term 
strategies that align with wider 
business goals and customised 
solutions are all vital for the 
successful adoption of AI within 
enterprises. However, unlock-
ing the necessary investment 
requires CIOs to make a compel-
ling case to the wider boardroom.

It is down to the CIO to high-
light the enterprise benefi ts that 
can be driven by investing in 
innovative IT infrastructure such 
as advanced chips, GPU racks 
and liquid cooling. They must 
make the case for investment 
clear to their boards and C-suite 
colleagues and stress factors like 
total cost of ownership (TCO) and 
the return on investment (ROI). 
Some are simple to demonstrate 
– the signifi cant reduction in 
electricity costs thanks to liquid 
cooling, for example.

But importantly, CIOs must be 
able to translate the technology 
into business outcomes, such as 
enhancing customer experience, 
improving operational effi ciency 
and the capacity to do more, ena-
bling better decision-making and 
ensuring sustainable growth.

“In the bigger picture, what does 
an organisation want to do? What 
do they need to become success-
ful? How do they look successful to 
the CEO? Then you have to meas-
ure the results of the AI implemen-
tation. How many minutes does it 
save a day? Or processes does it 
eliminate? There’s a whole range of 
things,” says Schulman.

Crucially, every enterprise 
needs an AI champion. Someone 
who will make the case for invest-
ment and be able to lay out every 
aspect of the build, from the 
power and cooling requirements 
to server types – and understand 
what they need to deliver. This is 
all built into the costs behind the 
AI factory.

As part of this, businesses must 
consider whether it makes sense 
to pay a team of fi ve people for 
three months to get the right 
environment in place when it may 
make more sense to partner with 
a specialist that can undertake the 
heavy lifting and help drive greater 
time and cost savings?

Says Schulman: “How am I going 
to do this the easiest way? How 
am I going to get up and running 
as quickly as possible? If it takes 
me a year to get my data centre 
array, maybe that’s too long 
compared to my competitors. So, 
what are my competitors doing 
and how do I get this whole data 
centre for AI up and running as 
quickly as possible?”

At its core, investing in an AI 
factory is about accelerating 
transformation, so you can start 
realising those benefi ts – such 
as operational effi ciencies and 
better smoother customer 
service – much faster. And with 
time to production an impor-
tant consideration, working with 
a third party could see you gain 
a signifi cant advantage over the 
competition during this era of 
rapid transformation.

Rack to the future: 
how AI factories can 
transform enterprise IT
As AI adoption 
surges, the need 
for advanced 
infrastructure and 
expertise is pushing 
organisations to 
seek more robust 
and specialist 
solutions

W
ith the rapid rise of genera-
tive artifi cial intelligence, 
more CIOs and VPs of 

Infrastructure are looking to opti-
mise their IT infrastructures to 
unlock the technology’s potential. 
Today, 42% of IT professionals at 
large organisations report that they 
have actively deployed AI while an 
additional 40% are actively exploring 
using the technology.

Yet as IT environments evolve at an 
unprecedented pace, many data cen-
tres are proving incapable of provid-
ing the foundation for organisations 
to develop and implement AI applica-
tions at scale.

This is because AI demands more 
resources than traditional comput-
ing, meaning the need for process-
ing power has surged exponentially. 
Some estimates suggest that data 
centre power demand will grow 160% 

by 2030. At present, data centres 
worldwide consume 1 to 2% of over-
all power, but this percentage is on 
course to rise to 3 to 4% - if not more 
- by the end of the decade.

As a result, AI requires specialist data 
centre and physical infrastructure sys-
tems, including high-density racks and 

highly energy effi cient cooling – things 
are currently beyond many organisa-
tions’ existing data centre understand-
ing and capabilities.

At the same time, a third of organisa-
tions (33%) said limited AI skills, exper-
tise or knowledge is hindering the suc-
cessful adoption of AI in their business. 
More than one in fi ve (21%) said they 
lack the necessary tools or platforms 
for developing AI models.

So, what can those enterprises do to 
address those challenges? The answer 
is that they must look beyond their 
existing data centre infrastructure. 
They need an environment that brings 
together the necessary ingredients 
– compute, storage and networking 
power, data intelligence and talent – to 
develop and implement cutting-edge 
generative AI models.

Today, they need AI factories, spe-
cifi cally designed to help organisations 
leverage the power of AI. But what is an 
AI factory and how do they differ from 
more traditional manufacturing fac-
tories that we’re used to seeing? Put 
simply, an AI factory is a data centre that 
produces actionable AI. AI factories, 
which include servers with GPUs and 
high speed networking from Nvidia will 
become a signifi cant portion of all data 
centres as AI takes even greater signifi -
cance in the coming years.

“Car factories take atoms and mould 
them into cars. An AI factory takes 
data and moulds it into knowledge, 

or predictive knowledge,” explains 
Michael Schulman, senior corpo-
rate communications manager at 
Supermicro. “It’s a factory, but it’s not 
a factory many people are used to.”

AI factories versus traditional 
data centres
With CIOs taking the lead on their organ-
isations’ ambitious digital transforma-
tion plans, it is important they under-
stand the benefi ts that AI factories can 
deliver if they are to unlock next-gen 
business value through process auto-
mation and workfl ow optimisation.

As part of this, they must develop 
holistic infrastructure strategies 
built on unifi ed systems and service 
level agreements (SLAs) to their con-
stituents that deliver results while 
minimising down-time, keep energy 
intensive servers cool and high-per-
formance hardware working optimally 
and sustainably.

“With an AI factory, you have to 
think a little bit differently than with 
an enterprise data centre,” says 
Schulman. “Servers are going to draw 
much more power than they ever did 
before – but many existing data cen-
tres are limited in the amount of power 
that they can get from their local utility, 
which affects what they can deliver to 
the servers, when scaling is needed.”

It’s not just about power demands. 
“Organisations must rethink their net-
working, because for AI training you need 
fast networking – hundreds to thousands 
of servers that need to communicate 
with each other. All that comes into play 
with liquid cooling,” says Schulman.

So how can AI factories help enter-
prises unlock gains on a hardware, 
server and rack and data centre level?

Firstly, simply CIOs must think beyond 
the server level – instead Schulman says 
organisations must think at the rack level.

“The rack is the new server,” he says. 
“Rather than having ‘one of these’ and 
‘one of these’ and trying to hook them 
up and fi gure it out themselves, it’s 
much more effi cient to buy a rack of 
servers at a time and think of that as a 
unit. It’s a little different, but compa-
nies like Supermicro and others can do 
that effi ciently now.”

Indeed, components created by 
Supermicro and Nvidia combine to 
create comprehensive AI solutions 
for businesses.

Says Schulman: “It’s better for the 
customer because if you get a rack full 
of stuff that’s already been tested with 
the application, you just have to plug 
in the power, the network, the cool-
ing system and you’re ready to go. It’s 
much more effi cient and for time to 
production, you have it all tested by an 
experienced vendor, rather than trying 
to do this yourself.

“Again, you can buy a car that’s ready 
to go, or you can go buy the tires and 
the seats and everything else and hope 
it all works together.”

Liquid cooling technology
At a rack and data centre level, liq-
uid-cooling technology is essential 
for optimising AI hardware perfor-
mance and reducing total cost of 
ownership (TCO).

Research suggests that more than 
a third of enterprises (38.3%) expect 
to employ some form of liquid cooling 
infrastructure in their data centres by 

How CIOs can make the case 
for infrastructure investment

2026, up from just 20.1% as of early 
2024. That’s because air-cooling has 
its limits – it’s ineffi cient and inca-
pable when servers are running at 
higher temperatures.

Servers that are application optimised 
for AI, high-performance computing 
(HPC) and analytics require the latest 
in CPU and GPU technologies, which 
run hotter than previous generations. 
Multiple CPUs and GPUs per server 
are needed for performance intensive 
computing, driving up the electricity 
demands for the server as well as at the 
rack level. AI factories and HPC centres 
need to be designed for servers to work 
constantly, 24×7×365. This reduces the 
TCO but does require consideration 
of cooling technologies. Supermicro 
works closely with a number of its  tech-
nology partners, and brings to market 
entire clusters powered by a number of 
Nvidia technologies.

“Liquid cooling is going to be 
required, because of the progres-
sion of CPUs and GPUs – they’re get-
ting so hot, that it must be planned in 
advance. You can’t just turn up the air 
conditioning,” says Schulman.

The good news is that liquid cooling 
solutions can reduce OPEX spending by 
up to 40%, and allow data centres to run 
more effi ciently with lower power-usage 
effectiveness (PUE), enabling data centre 
operators to deploy the latest and high-
est performance CPUs and GPUs for AI 
workloads and HPC.

“Our simulations show the cost is 
extremely minor for a liquid-cooled 
data centre compared to an air-cooled 
data centre, based on various con-
struction models. Then over time, 
there’s a signifi cant savings in OPEX 
because there’s less money being sent 
to the public utility for electricity. And 
that’s refl ected in PUE, in how effi cient 
the data centre is. So, all of this needs 
to be thought about for your AI fac-
tory,” adds Schulman.

Creating an AI factory roadmap
So how should organisations be think-
ing about their approach to inno-
vative IT infrastructure as innova-
tion demands ever more energy and 
processing power? And what might 
an implementation and adoption 
roadmap for an AI factory look like?

Some organisations might want to 
start small but have the infrastructure 
ready to scale up. CIOs must consider 
their SLAs – what are they promising 
users in terms of response times? Are 
you envisioning the best response time 
requiring multiple high-end servers, 
or could you go with fewer and save 
power? These are some of the trade-
offs that businesses need to weigh up.

The technology within AI factories can 
also help shape an organisation’s imple-
mentation roadmap. For example, by 
using liquid cooling, businesses use less 
power. By not paying as much for power, 
they can invest in more hardware within 

the same power budget, helping to 
maximise investment.

“Different organisations are going to 
want to go different ways once they 
start to fi gure out the economics; there 
are choices all around with this new era 
of AI,” says Schulman. 

Ultimately, says Schulman, organisa-
tions need to have a clear understand-
ing of how AI can benefi t their business, 
before thinking about the infrastruc-
ture to support those plans.

“This is not about running 80 billion 
model parameters like ChatGPT; it’s 
about how the enterprise is looking at 
AI to improve their business,” he says. 
“How do enterprises move their busi-
ness forward and make more money 
using AI and what do they have to think 
about to get started? Then you can 
fi gure out the AI factory piece.”

For more information please visit
supermicro.com/ai

Crucially, every 
enterprise needs 
an AI champion. 
Someone who will 
make the case for 
investment and 
be able to lay out 
every aspect 
of the build

We have limited AI skills, expertise or knowledge

We have too much data complexity

We have ethical concerns

AI projects are too complex or diffi cult to integrate and scale

The price is too high

We have a lack of tools/platforms for developing AI models

We do not have a holistic AI strategy in place

We do not have the ability to properly govern our AI models

We do not have the use cases defi ned or the end user research needed to get started

We are locked-in to one vendor (AI and cloud tied to one single vendor)

Nothing is technically hindering successful AI adoption for my business

None of the above

Organisations need to have a 
clear understanding of how AI 
can benefi t their business before 
thinking about the infrastructure 
to support those plans

THERE ARE MANY BARRIERS TO THE SUCCESFUL ADOPTION OF AI IN GLOBAL BUSINESSES 
- YET THE MAJORITY COULD BE NAVIGATED WITH ACCESS TO THE RIGHT SPECIALIST EXPERTISE AND PARTNERS

Barriers that hinder the successful adoption of AI among IT professionals at companies currently exploring or deploying AI

33%

23%

21%

17%

13%

25%

22%

21%

17%

17%

11%

3%
IBM, 2023
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A
I adoption has become 
synonymous with pro-
gress and innovation. Just 

over half (59%) of companies sur-
veyed in IBM’s 2024 Global AI 
Adoption Index are exploring or 
deploying AI and plan to accelerate 
their investments. But in their 
eagerness to embrace the new tech-
nology, some businesses’ AI pro-
jects are ending in failure.

McDonald’s recently decided to 
abandon its AI drive-through trials 
after videos of mistaken food orders 
went viral, including a customer 

receiving ice 
cream topped 

with bacon 
and another 
getting £166

worth
of un-

wanted 
chicken 

nuggets. The fast food giant, which 
has been testing voice recognition 
technology to process orders since 
2021, will remove its AI system by 
the end of August.

In February, Air Canada had to 
compensate a customer after its 
chatbot misinformed him about the 
company's refund policy. A small 
claims court agreed with his claim 
that the AI assistant had falsely 
assured him that he could secure a 
discounted air fare.

Such mishaps are costly and can 
tarnish a company’s reputation. 
Some believe they signal the need 
for a more measured approach to AI 
deployment to ensure these strate-
gies are sustainable and evolve with 
business needs. Others argue that 
firms cannot afford to sit idly and 
should accept failure as an impor-
tant and sometimes unavoidable 
part of the experimentation process.

Sam Birchall

Commercial feature

T
he meteoric rise of GenAI 
has ushered in a new age of 
disruptive innovation. Just 

eighteen months after ChatGPT 
blazed a trail for the technology, thou-
sands of businesses are now using it to 
unlock fresh insights, automate mun-
dane tasks and create new content. 
Even firms that haven’t yet embraced 
AI can’t deny its impact; we are clearly 
on the cusp of a technological shift 
that will rival – and potentially exceed 
– the introduction of the internet or 
mobile devices.

“You can’t ignore it,” says Steven 
Huels, general manager of the AI busi-
ness unit at Red Hat, a leading provider 
of enterprise open-source solutions. 
“It’s not going to go away. It’s going to 
have far-reaching impacts on your busi-
ness, your competitive nature, [etc.]”

Indeed, Gartner estimates that 85% 
of enterprises will have used GenAI 
application programming interfaces 
(APIs) or deployed GenAI-enabled 
applications by 2026. Nevertheless, 
many organisations are struggling to 
get projects into production quickly – 
and crucially cost-effectively.

Often that’s because they lack the 
talent, partners or tools to success-
fully enhance their applications with 
AI. The lack of alignment between 
rapidly evolving tools can lower pro-
ductivity and complicate collabora-
tion between data scientists, soft-
ware developers and IT operations, 
for instance. Complex administrative 
processes may further undermine 
efforts to scale AI deployments.

While popular cloud platforms seem 
to offer the scalability and attractive 
toolsets enterprises need, they often 
come with a significant degree of user 
lock-in, which can limit architectural 
and deployment options. To achieve 
the kind of scale that will deliver real 
value, companies also need to ensure 
repeatable and consistent handoffs 
between model developers, applica-
tion developers and operations, along 
with effective AI lifecycle management.

“If you’re building an enterprise 
application, that code is managed, it 
has a lifecycle – there’s a roadmap for 
how it grows and how it impacts your 
business,” says Huels. “[It’s] the same 
philosophy for enterprise AI.”

Finding the right approach
Given how quickly the AI landscape is 
evolving, it’s perhaps not surprising 
that many enterprises are still figur-
ing out how to deploy and scale the 
technology. Fine-tuning a founda-
tion model with company data once 

seemed like the best approach, for 
example. But considerable funds, 
time and data expertise are needed 
to achieve this – something many 
organisations lack.

Although fine-tuning is often very 
effective when it comes to meet-
ing a specific AI use case, Retrieval 
augmented generation (RAG), which 
enhances the accuracy and reliabil-
ity of generative AI models with facts 
drawn from an external knowledge 
base, allows enterprises to incorpo-
rate data into a pre-trained model in a 
faster and more cost-effective way.

“Every customer has a knowledge 
base,” says Huels. “Whether it’s a 
product knowledge base, a customer 
knowledge base, a support knowl-
edge base – they have this readily 
available. With RAG they don’t have 
to burn their data into the model, so 
it gives them the ability to try differ-
ent models as they are emerging and 
swap them out.”

Regardless of which approach they 
adopt, the fast-moving nature of AI 
means that enterprises will still need 
to make some speculative bets on 
emerging tools, partners and technol-
ogies in this space. “Some [bets] will 
pay off, some won’t,” says Huels. “But 
underneath that you need a core plat-
form that allows you to make those bets 
without compromising your entire data 
centre and AI strategy.”

Red Hat’s OpenShift AI is designed 
to be that core platform. It provides 
organisations with an environment 
and set of tools to create AI appli-
cations for unique use cases and 
deploy them at scale across hybrid 
cloud environments. IT, data science 
and development teams can quickly 
access core AI libraries and frame-
works and collaborate with ease, for 
example, helping to simplify projects 
and accelerate timelines.

OpenShift AI also provides IT opera-
tions with a security-focused platform 
that is simple to monitor and manage. 
The modular, open-source nature of 
the platform stands in contrast to the 
more prescriptive AI suites available 
from the big cloud providers too. And 
it can easily be extended with part-
ner tools that will further enhance AI 
development and deployment.

“You get consistency in deploy-
ment, but you’re giving your end 
users a lot of choice in which tools 
they can use,” Huels explains. “So, if…
your developers prefer a no-code/
low-code model development envi-
ronment, [for example], you can plug 
that into our platform.”

Open-source innovation
This should set enterprises up for a 
future where GenAI models are inte-
grated into ever more applications 
and environments. “You’re going to see 
increasing advancements on making 
these generative AI models smaller, 
more accessible, [and] able to run 
in environments that don’t require 
extensive capital outlays,” says Huels.

Many of the innovations that drive this 
shift will be open source. “There’s no 
denying the role open source plays not 
just in the model side, but the frame-
work side, the development side,” says 
Huels. “It is going to be the key driver of 
AI innovation going forward.”

The open-source community is also 
likely to play a key role in the devel-
opment of AI standards too. “The 
reason Enterprise Linux did so well 
was because a lot of it was built in the 
open,” says Huels. “You had multiple 
eyes from varying backgrounds looking 
at the same sets of code, making sure 
things were operating the way they 
were supposed to – [that] they were 
optimised, they were secure. You’re 
starting to see that more with open 
model development.”

Regulations around AI are also likely 
to increase in future, though hopefully 
against a backdrop of better public 
understanding of the power and limita-
tions of the technology. Ultimately, says 

Huels, “We want that innovation to still 
occur, but we want it to occur in a way 
that [means] we have confidence that 
it [AI] is still acting in our best interest 
and not against us.”

No matter what the future holds 
though, platforms like OpenShift AI 
will clearly play a vital role in helping 
organisations to deploy and scale the 
technology at pace. In fact, says Huels, 
“Enterprises who refuse to adopt AI 
are going to find themselves in a spot 
where it’s really hard for them to com-
pete against companies who are taking 
advantage of it.”

For more information  
please visit redhat.com

From AI to ROI: it’s time to build  
an innovation-ready enterprise
To successfully deploy and scale 
AI, firms need to understand the 
full scope of opportunities – and 
challenges – that lie ahead

 
The fast-moving nature of AI 
means that enterprises will 
need to make some speculative 
bets on emerging tools, 
partners and technologies 

The rush to roll out AI is backfiring on 
some businesses, with projects failing  
to deliver the desired results. Is it time  
for a more measured approach?

Should businesses hold  
back on AI adoption?

In the haste to implement AI tools, 
organisations often grapple with 
increased hardware requirements 
and ballooning cloud costs. The 
need for more capacity and speed 
can escalate quickly, leading to 
high usage costs.

But financial strain is not the only 
potential drawback of rushed AI 
deployment. A hurried approach 
can result in misaligned use cases, 
unclear objectives and poorly 
defined timelines. These missteps 
can derail even the most promising 
AI projects from the start.

Rushing to the finish line without 
adequately preparing end users can 
also hinder adoption success. With-
out clear communication about the  
value of the technology and robust 
training, users may struggle to lev-
erage the AI solution effectively, 
leading to underutilisation and 
potential failure of the initiative.

In the race to integrate AI, slow 
and steady is a strategy that allows 
organisations to scale their tech 
infrastructure at a sustainable pace, 

AI isn’t just a buzzword or a trend. It 
has produced real, tangible bene-
fits, including productivity, growth 
and innovation. But there’s no 
reward without risk.

Businesses are not moving fast 
enough to implement this technol-
ogy, which means they’re losing out 

effectively managing costs and 
avoiding unnecessary upgrades.

Choosing the right use cases from 
the start requires careful thought 
and planning. A clear objective, 
return on investment and timeline 
can only be established with a 
measured approach. Rushing this 
process can lead to misaligned pro-
jects that veer off course.

The starting point of AI integra-
tion is just as important as the fin-
ish line. A measured approach 
provides ample time to articulate 
the value proposition to end users, 
ensuring they receive comprehen-
sive training and consistent rein-
forcement. This paves the way for 
successful adoption and utilisation 
of the AI solution.

A measured approach to AI isn’t 
just smart, it’s also strategic. It will 
likely result in improved operation-
al efficiency and strategic growth. It 
also ensures a perfect blend of old 
and new skills within IT teams, 
keeping companies ahead of cus-
tomer needs and increasing loyalty.

Beyond these immediate benefits, 
a paced approach to AI integration 
helps to foster a culture of continu-
ous learning and adaptation. As AI 
evolves, so must our understanding 
of the technology. By not rushing 
into an AI-driven future, we create 
space for thought leadership, inno-
vative problem-solving and the 
development of strategies that stand 
the test of time. That’s the real power 
of patience in AI integration.

on the benefits and risk being out-
paced by competitors. And, in a 
tight labour market, ignoring the AI 
hype can hamper an organisation’s 
ability to recruit and retain talent.

There are, of course, risks that AI 
will be used by bad actors. For sec-
tors such as banking, where there’s 
been scaremongering around AI 
and fraud, the only way to fight 
increasingly sophisticated cyber-
crime is to leverage those very same 
AI tools and technologies.

By its very nature, AI is designed 
to learn and improve. The more 
people are using AI, the smarter the 
tech gets. Businesses must begin 
experimenting, prompting and bet-
ter understanding this innovative 
technology now. The more we use 
AI, the smarter it will get and the 
greater an impact it will have.

Although I encourage organisa-
tions to embrace AI, that does not 
mean business leaders can ignore 
safeguards for their workforce and 
company. This includes creating 
the right culture, providing open 
communication and upskilling 
employees. These are important for 
helping staff  to use AI effectively.

To make the greatest impact, 
businesses should be placing AI at 
the very heart of their transforma-
tion strategy, not merely using it as 
a ‘proof of concept’ or to address 
individual challenges.

The reality is that AI will be used 
for both good and bad. The negative 
consequences are likely to occur 
whether businesses decide to 
experiment with AI or not. But the 
benefits this technology can deliver 
are too lucrative for us to ignore. 

T H E  B I G  D E B A T E

The benefits  
this technology  
can deliver are  
too lucrative for  
us to ignore

Rushing to the 
finish line without 
adequately 
preparing end 
users can hinder 
adoption success

The Doubter
Catherine Wilks 
Client partner, Slalom

The Believer 
Chris Carreiro 
CTO, Park Place Technologies

https://www.redhat.com/en
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Although some firms have leveraged AI tools in ways that are reliable and produce measureable benefits, 
full integration of AI has been limited even at the most innovative companies. Tech leaders argue that 
businesses must scale up the adoption of the technology to reap its transformational benefits. But 
this requires significant support infrastructure. Compute resources are not infinite, higher energy 
consumption raises financial and environmental concerns and technical talent is scarce.

SUPPORTING 
AI AT SCALE

COMPUTE LIMITATIONS AND INFRASTRUCTURE ARE THE GREATEST CHALLENGES TO SCALING UP AI

Tech and IT leaders' ranking of the biggest challenges in scaling up AI implementation at their organisation

HOW DO FIRMS PLAN TO ADDRESS THEIR AI INFRASTRUCTURE NEEDS?

Plans for expanding AI compute infrastructure in 2024, according to tech and IT leaders, by company size

WHEN IT COMES TO SUPPLEMENTING COMPUTE INFRASTRUCTURE, FLEXIBILITY IS KEY

Tech and IT leaders' key considerations in expanding compute infrastructure

AI Infrastructure Alliance, ClearML, FuriosaAI, 2024

Compute limitations 
(availability, costs)

Infrastructure issues 
(automation, systems)

Talent Lack of  
executive support
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Cloud

Accuracy
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Time delays in getting 
compute access

Throughput

Power 
consumption

On-premise

COMPUTE CONCERNS

Greatest organisational compute concerns 
according to tech and IT leaders

CLOUD IS STILL KING

Type of infrastructure used by organisations for AI  
compute resources, according to tech and IT leaders
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20%
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14%
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33%

Buy more  
GPU machines  
on premise

500-2,000 employees 2,001-10,000 employees 10,000+ employees

Use more  
cloud compute

Use orchestration 
technology to 
maximise existing 
compute resources

No plans  
to add more

65%
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34% 30%

Flexibility

Speed

Security

Power 
consumption Budget
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M
any businesses have 
embraced AI, keen to 
exploit the potential of the 

powerful and affordable tools. But 
for too many, governance has 
become an afterthought in the 
scramble to deploy the technology.

It’s easy to see the attraction of 
the pervasive, rapidly developing 
plug-and-play tools, powered by 
customer data and intellectual 
property. However, a gap has 
emerged between organisations’ 

speedy implementation of AI and 
their ability to address the special 
governance concerns that arise.

The use of AI exposes businesses 
to unique risks and therefore 
demands close scrutiny and careful 
due diligence. It not only has the 
ability to expose private informa-
tion and infringe IP rights, but 
there are also challenges over bias 
and ethics, cybersecurity for AI, 
and corporate governance practices 
at external AI vendors. 

Although there are some 
resource-rich organisations that 
have been particularly proactive 
about AI governance, most firms 
will have to settle for a wait-and-see 
approach, Wright says. “While 
GDPR, for instance, had an end date 
for compliance, this is not the case 
with AI so far.”

At this stage in the evolution of 
AI, companies  must take the initia-
tive  to safeguard their AI tools, 
rather than rely on global govern-
ance structures. Closing the AI  
governance gap for organisations 
means creating a framework 
around two elements: one external 
and one internal. 

The external element involves 
scrutinising third-party providers. 
It is essential for businesses to ask 
the right questions about AI 
accountability at the outset of any 
contract with vendors. 

Corporations increasingly want to 
utilise private instances of a large 
language model in the cloud. They 
want to know where that cloud 
infrastructure is located and to use 
retrieval augmented generation 
systems – where company data sits 
outside of the training sources – so 
businesses don’t share vast tranch-
es of raw data with the LLM itself. 
Moreover, they want a human in 
the loop for quality assurance. 

As for the internal component, 
firms should focus on ensuring top-
notch data management systems, 
since AI data input is one of the 
most significant factors that busi-
nesses can control. Strong internal 
AI governance also means consid-
ering privacy by design, mapping 
AI systems in use and implement-
ing robust ethical guidelines.

A proactive approach to AI gov-
ernance is vital. "The core chal-
lenge for businesses is that AI 
policies, protocols and contracts 
can quickly become outdated as 
technology, regulations and market 
standards rapidly evolve,” notes 
Alexander Amato-Cravero, a direc-
tor of emerging technology at law 
firm Herbert Smith Freehills.

With so many moving parts in AI 
governance, how can organisations 
gauge success? There are a number 
of frameworks being developed 
around the world. 

Businesses can expect more from 
the European Commission. When 
the EU AI Act was formulated, EU 
technocrats had a future conform-
ity assessment or CE mark in mind, 
similar to a BSI kitemark for AI. 

Wright thinks a European road
map, which organisations can test 
against, is likely coming in the near 
term. The question, he says, is 
whether the UK should follow suit. 

“The concept of a conformity 
assessment that will rubber-stamp 

AI before it's released to the mass 
market, like a physical product 
approval for consumer goods, is a 
good idea,” he adds.  

An AI kitemark would help busi-
nesses bridge the internal AI gov-
ernance gap. Many organisations 
are struggling to work out the bare 
minimum of resources needed with-
in their organisation to account for 
responsible use of the technology. 

The UK’s Information Commis-
sioner’s Office has an AI risk assess-
ment tool to help in this process. 
Many businesses also use the US 
National Institute of Standards and 
Technology AI Risk Management 
Framework and the OECD’s respon-
sible AI governance framework. 

Patrikios says one of the biggest 
issues with filling the AI governance 
gap is that there aren’t enough 
trained people for technical roles in 
data and security, among others.

“The talent shortage right now is 
similar to the lack of data protection 
officers that occurred around 2016, 
two years before the GDPR came 
into force,” he explains, adding that 
some organisations, such as the 
International Association of Privacy 
Professionals (IAPP), are training 
people on AI governance. Patrikios 
is one of the IAPP's AI trainers.

There are also calls for a C-suite 
role for AI specialists. Chief AI 
officers could champion strong gov-
ernance, secure budgets and deal 
with internal and external account-
ability. Their remit would cover the 
highly technical aspects of AI, as 
well as the legal components, 
including due diligence and ethics.   

Patrikios says many companies 
have started extending the remit of 
existing roles such as chief privacy 
officers to cover AI governance.

There are parallels in history 
when it comes to dealing with gov-
ernance gaps. Whether it’s the 
advent of the internet, cloud com-
puting or the collection of personal 
data, eventually the law and regula-
tion catch up with tech advances. 

However, in each of these cases, 
standards and guidelines were not 
determined by big tech or govern-
ments alone. They emerged as the 
result of collaboration between 
public and private sector actors. 
Patrikios argues that filling the AI 
governance gap will require a simi-
lar collaborative effort. 

Thankfully, guidelines on respon-
sible AI are not being handed down 
from big tech companies alone. 
There are many industry forums 
weighing in on the issue and regula-
tors around the world are starting to 
devise formal frameworks.

“What we must be doing is upskill-
ing and using the power of the net-
work when it comes to filling the AI 
governance gap. We need to be talk-
ing to our peers and our partners 
about this issue. It’s essential to 
know what market practice looks 
like,” concludes Patrikios. 

Nick Easen

The core challenge for 
businesses is that AI policies, 
protocols and contracts can 
quickly become outdated as 
standards rapidly evolve International Association of Privacy Professionals, EY, 2023

WHO'S IN CHARGE OF AI GOVERNANCE?

Business functions tasked with primary AI governance responsibilities worldwide

Many teams still 
work in silos. IT 
often doesn't work 
hand in glove with 
the person involved 
with AI governance

It doesn’t help that there's no uni-
versal blueprint for AI governance. 
The EU AI Act mainly tempers risk-
ier forms of the tech, while a frag-
mented set of regulations globally 
means businesses face many ques-
tions when it comes to putting the 
right guardrails in place. It’s no 
wonder that the AI governance gap 
is one of the top risks threatening 
business growth in 2024, according 
to KPMG. 

Antonis Patrikios, privacy, cyber 
and AI partner at global law firm 
Dentons, likens the AI governance 
challenge to “GDPR on steroids”. 
However, GDPR – the EU’s General 
Data Protection Regulation – pri-
marily concerns the chief data 
officer and IT departments.  AI gov-
ernance is an ecosystem challenge, 
requiring input from teams such as 
procurement, legal and information 
security. But many businesses aren’t 
taking a joined-up approach.   

Because the risk landscape is so 
varied, the chances are high that 
things will fall between the gaps, 
says Steve Wright, CEO of IT consul-
tancy Privacy Culture.

“Many teams still work in silos. IT 
teams often don't work hand in 
glove with the person involved with 
AI governance,” he explains.  

A gap has emerged between organisations’ speedy 
implementation of AI and their ability to address the 
special governance concerns posed by the technology

Mind the AI 
governance gap

G O V E R N A N C E

4%Executive leadership

4%Risk management

4%Product development

10%Other

6%None

5%Ethics and compliance

7%Security

11%Data governance

14%Legal and compliance

16%Privacy

19%Information technology

Commercial feature

L
aw firms are often seen as 
archaic organisations that 
can be reluctant to embrace 

new ways of working, expecting junior 
employees to put in long hours and 
perform repetitive tasks. 

This perception has made it harder to 
recruit new talent, with firms continu-
ously raising salaries for newly qualified 
lawyers to attract the best graduates. 
“Tech-savvy talent seeking more flex-
ible work have also historically been 
put off a career in law,” says Karen 
Waldron, director of product develop-
ment at LexisNexis UK. 

Yet that perception is starting to 
change. With the advent of generative AI 
tools, today’s generation of lawyers have 
more ways to enjoy a legal career without 
following the traditional partner track.

“Firms that embrace technology and 
innovation now offer dynamic roles in 
automation, project management and 
AI solution development, as well as the 
practice of law,” says Waldron. “By lev-
eraging generative AI legal platforms, 
innovative firms can reposition them-
selves as attractive employers.”

Law firms are increasingly more will-
ing to encourage the use of AI tools. 
According to a LexisNexis study, the 
number of legal professionals using 
generative AI more than doubled 
between July 2023 and January 2024, 
jumping from 11% to 26%.

Enthusiasm is driven by the fact that 
AI allows lawyers to shift their focus to 
strategic, high-value work, boosting 
their productivity while improving the 
client experience. 

“This also enables organic growth 
through improved reputation and means 
that lawyers can have the space to attract 
and serve more clients,” Waldron says.

In this new world, lawyers have more 
time for professional development 
activities, such as gaining deeper exper-
tise in specific practice areas or honing 
sharper tech skills by working with AI. 

AI is likely to change the landscape 
for junior associates and trainee law-
yers, Waldron says. “Generative AI can 
enhance the training and progression 

How generative AI 
can attract the next 
generation of lawyers
The legal industry faces a hiring crisis but generative AI can 
offer innovative solutions. Law firms must embrace technology 
to save time, attract talent and avoid being left behind 

of younger lawyers by helping them 
learn and get up to speed faster, espe-
cially when it comes to legal research 
and drafting documents,” she says. 

AI also has the potential to provide 
wider benefits such as personalised 
learning experiences and support for 
career development and AI-powered 
knowledge management systems.

While the uptake of AI may change 
a lawyer’s scope of work, it is highly 
unlikely to replace lawyers entirely. The 
legal profession relies on human skills 
that cannot be replicated by machines.

“Young lawyers must continue to pri-
oritise developing and building their 
critical thinking, emotional intelli-
gence and problem-solving skills. This 
will ensure the next generation of law-
yers have well-rounded competencies 
including technical capabilities and 
fundamental legal and ethical princi-
ples,” Waldron says.

Generative AI can also help to 
improve work-life balance by stream-
lining time-consuming tasks. Not only 
can that help free up mental capacity, 
it enables better time management.

However, firms must be cautious when 
adopting generative AI tools and ensure 
lawyers understand the potential chal-
lenges this technology could create.

“Successful implementation requires 
planning, training and ethical consid-
erations regarding risks like bias and 
hallucination, so it is important that 
services take steps to reduce these 
risks,” says Waldron. “Taking a bal-
anced approach to leveraging human 
expertise and generative AI legal plat-
forms will provide the best outcomes 
for a great work-life balance and  
professional excellence.”

LexisNexis is supporting law firms 
through this process with its new 
generative AI tool Lexis+ AI, which 
combines its exclusive, leading legal 
content with its proprietary search 
technology to create a fast, accurate, 
generative AI legal platform. 

Lexis+ AI gives lawyers access to con-
versational search, intelligent drafting, 
case summarisation and rapid docu-
ment analysis. This helps firms address 
issues such as information overload, 
repetitive tasks and lengthy legal 
research by summarising and synthe-
sising large volumes of information. 

“Lexis+ AI establishes trust in gener-
ative AI by having its outputs grounded 
in one of the world’s largest leading 
legal content repositories. We reduce 
the risk of hallucinations by validat-
ing citations to the underlying legal 
authority and linking directly to the rel-
evant content,” Waldron adds. 

Generative AI grounded on leading 
legal content has arrived. Embracing 
this kind of technology frees up valu-
able time for high-impact legal work 
while improving overall productivity. 
Law firms must realise how genera-
tive AI can not only change the current 
demands of the legal profession but 
play a key role in attracting and retain-
ing the next generation of lawyers. 

For more information please visit
lexisnexis.co.ukEmbracing generative 

AI frees up valuable 
time for high-impact 
legal work

https://www.lexisnexis.co.uk/
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W
hen José Esteves talks AI, 
C-suite leaders sit up and 
listen. As head of the Porto 

Business School, he already has 
their ear. But it’s his past as a pro-
fessional hacker that really com-
mands their attention. 

For the first 15 years of his career, 
Esteves drew on his insider knowl-
edge of the internet’s dark side to 
help governments and businesses 
to address their cyber-related vul-
nerabilities – and, occasionally, 
advise on how they could steal a 
march on their competitors. 

Fast forward 15 years and he’s still 
a sought-after voice in leadership 
circles. But now executives ask less 
about cybersecurity basics and 
more about how to adapt to an 
increasingly AI-dominated world. 

Esteves doesn’t downplay the 
immense changes coming down the 
track. Nor does he hold back on the 
unpreparedness of most business 
leaders, particularly when it comes 
to decision-making. 

“Everyone is talking about auto-
mation, but no one is really analys-
ing the impact of AI on 
decision-making,” he argues. “We 
take it for granted that human 

beings will be the ones making 
decisions in organisations, but 
actually it's not so true.” 

It's not that business leaders will 
be stripped of their decision-making 
roles as organisations come to 
depend more and more on genera-
tive AI (GenAI), he says. The real 
risk is ignoring the influence that AI 
exerts – and will increasingly exert 
– on the decision-making process. 

Consider all the data-mining, 
number-crunching and scenario- 
planning that leads to ‘option A’ or 
‘option B’ arriving before the board. 
AI’s contribution here is no bad 
thing, Esteves says. While business 
leaders like to boast of ‘going with 
their gut’, what is interpreted as 
bold or instinctive decision-making 
is often merely a suboptimal 
response to imperfect information, 
Esteves maintains. 

“Few organisations can provide 
sufficient levels of analytical infor-
mation to top leaders, so ‘gut 
instinct’ was created as a way of 
surviving. AI can help to create sce-
narios, assist with planning and 
enable better foresight,” he states. 

In a similarly positive vein, AI can 
give leaders the kind of unbiased, 
straight-talking advice that col-
leagues and consultants are often 
unwilling to provide. As Esteves 
points out, AI has no fear of missing 
out on that must-have promotion or 
losing a critical contract: it just says 
“what you need to know” as a leader, 
not “what you want to hear”. 

Esteves describes this aspect of AI 
as almost an ‘executive coach’ – it’s 
there 24/7 to offer candid and 
unvarnished insights based on real-
time developments. “It’s absolutely 
indifferent to managing the politics 
within the organisation,” he says.

If that sounds like tough love, 
think again. AI’s status as a machine 

doesn’t prevent it from learning 
human-like traits such as empathy. 
Indeed, Esteves argues that the dis-
course of early generation systems 
like ChatGPT is in fact very positive 
and friendly. AI machines also have 
infinite time to listen, something 
busy humans all too often lack.

“It’s not talked about much, but 
many leaders feel lonely, especially 
in times of crisis, because they can-
not share what’s worrying them or 
because they are not willing to trust  
in anyone. With GenAI, people know 
they are talking to a machine, but 
they trust it all the same,” he says. 

When it comes to people manage-
ment, however, AI’s impact on lead-
ership has a more unsettling edge. 
Leaders need to get used to the idea 
of managing a workforce composed 
of two types of workers: humans 
and machines. 

Clearly, there’s an organisational 
challenge around redeployment: 
who does what job where? But a 
shift in mindset is also required, 
Esteves argues. Leaders can no 
longer assume that humans are the 
smartest or even the most creative 
resource available to them. 

Don’t expect all employees to be 
comfortable working alongside 
machines, he warns, especially if 
the latter are perceived as bringing 
greater value. Esteves suggests 
managers and employees 'co-create' 
a culture where people see AI as a 
partner rather than a competitor.

“If you put a machine in competi-
tion with a human, that person 
won't be happy about it. But if a 
human employee feels that the 
machine is helping them to improve 
their overall performance and 
experience, then it's good,” he says. 

So how should leaders best pre-
pare? It’s tempting to defer any sub-
stantive action, Esteves admits. For 
all the talk about AI’s disruptive 
impact, the dramatic changes to 
leadership that he envisions are 
still a few years away, he says. 

For Esteves, however, leaders 
can’t start prepping soon enough. 
“Typically, companies wait for the 
technology to mature, but that’s a 
mistake. We know from experience 
that the best companies give their 
employees time to experiment and 
understand it.” 

The key word here is ‘experiment’. 
Most advice that crosses business 
leaders’ desks relates to procedural 
matters: establish an AI policy, set 
up an AI ethics committee, appoint 
a chief AI officer, develop an AI 
strategy and a data strategy to go 
with it, and so on. 

These are all on Esteves’ to-do list. 
However, he says leaders must focus 
on shifting their mindsets for an AI 
age, something that will take time. 

Learning to be comfortable with 
experimentation is key. It’s an 
insight drawn from his hacking 
days. In the face of a new system, 
Esteves says hackers always start 
with an exploratory phase, looking 
for weak spots and testing possible 
avenues for attack. 

“By experimenting, you’re going 
to start perceiving the potential 
impact of AI. The return on invest-
ment is not in sales and cannot be 
seen in the short term: it’s in the 
knowledge you gain, the culture 
and the way of working,” he argues. 

Courage is a related aspect of the 
hacker mindset. Many leaders are 
really managers rather than true 
leaders, says Esteves, hence the 
importance placed on adapting to 
the slowly changing status quo rath-
er than uprooting it altogether. In 
an AI age, in contrast, leaders must 
be brave enough to follow where 
their curiosity leads them and “do 
things in totally new ways”. 

Another key step revolves around 
radical collaboration. This is the 
only viable route to competitive 
advantage, Esteves reasons. His 
logic is simple: most companies lack 
the resources required to develop 
sophisticated AI solutions them-
selves, relying instead on a very 
similar core set of AI technologies, 
which reduces their distinctive 
edge. Only by collaborating with 
others can they hope to break out 
and contextualise AI tools to their 
market realities. 

 “The question many executives 
ask me is, ‘If everyone is going to use 
OpenAI, how can I use AI to com-
pete with other companies?’. I see a 
great potential in select banks or 
marketing agencies, say, creating 
industry-specific AI solutions for 
their domain.” 

Leaders shouldn’t fear AI, Esteves 
insists. Yes, their roles will change, 
but for the better: they will spend 
less time managing the day-to-day 
and more exploring the exciting 
‘what ifs’ of tomorrow. 

Could AI become the chief execu-
tive? Is that too far-fetched? Not 
necessarily, says Esteves. “It could, 
yes, especially if humans don't 
change the way they lead.” 

Oliver Balch

Few organisations 
can provide sufficient 
information. ‘Gut 
instinct’ was created 
as a way of surviving 

José Esteves, dean of the Porto Business School, 
explains why business leaders must adapt their 
decision-making to generative AI – or risk being 
replaced by it

‘We take it for granted 
that humans will 
make the decisions’

I N T E R V I E W

The return on 
investment cannot 
be seen in the short 
term; it’s in the 
knowledge you gain, 
the culture and the 
way of working

Commercial feature

T
he way businesses interact 
with their customers online 
has changed radically since 

the days of basic chatbots. Today’s vir-
tual assistants perform a growing array 
of automated tasks, while offering 
increasingly sophisticated and 
hyper-personalised support that boosts 
customer engagement and loyalty.

AI avatars represent the next stage in 
this journey, promising an even more 
dynamic, intuitive and human-like way 
to engage with users globally. Trained 
on the large volumes of internal data 
within a business and using the latest 
large language models (LLMs), these 
advanced digital “personas” are more 
relatable and empathetic than AI chat-
bots. This enables a more human-led 
and empathetic communication that 
mimics human speech, reflecting per-
sonality traits while picking up on cues 
and anticipating customer needs.

In turn, AI avatars are uniquely posi-
tioned to elevate an organisation’s 
public-facing support channels. This 

How businesses  
are raising the bar 
with AI avatars
Simple yet powerful 
AI avatars will 
enable businesses 
to cut through 
in an intensely 
competitive market

provides businesses with a unique way 
to cut through and meet consumer 
needs in areas such as customer ser-
vice, education, healthcare and enter-
tainment – among many others.

Eliminating technical  
and financial barriers
Yet despite the benefits, concerns about 
privacy, cost and complexity around AI 
risk undermining this progress.

“Globally, CEOs say AI is their number 
one priority, but they also say it’s their 
biggest concern,” says James Martin, 
founder and chief executive of Dante 
AI, a market leader in the world of AI 
chatbot and AI avatar development.

“For this reason, many firms hold 
back and miss out on the advantages. 
So, it is vital to eliminate the techni-
cal and financial barriers that compa-
nies face with AI, while providing truly 
secure platforms that leverage the full 
benefits of the technology.”

Dante AI helps clients launch advanced 
AI chatbots and AI avatars within min-
utes, via its easy-to-use self-service 
platform. Dante AI’s “no-code” approach 
means users require no previous coding 
experience – they can simply type their 
instructions into the system to achieve 
the desired results using natural lan-
guage processing (NLP).

The company’s AI chatbots and AI ava-
tars go beyond merely handling repeti-
tive tasks, promising to revolutionise dig-
ital interactions - providing faster, more 
accurate responses that help to form a 
more human-like bond with users. 

They are also highly customisable, 
offer advanced insights on AI chat 
performance in real-time, and inte-
grate easily with existing IT systems, 
connecting with over 6,000 applica-
tions and Dante AI’s direct integrations 
into widely used platforms such as MS 
Teams, Slack and WhatsApp. 

Dante AI’s white-label approach also 
means its tools blend seamlessly with 
a company’s existing brand assets - 
cutting development timelines from 

months to minutes. This ease of adop-
tion ensures that even smaller busi-
nesses can leverage cutting-edge AI 
technology to enhance their opera-
tions and customer engagement.

Strikingly authentic
“Our AI assistants are intelligent, 
responsive and astonishingly human-
like,” says Martin. “They can compre-
hend and respond to users instantly 
– exhibiting nuanced behaviours, 
expressions, and empathy that make 
interactions strikingly authentic.”

The firm already has more than 
100,000 users globally, from B2C con-
sumers to major blue chip companies, 
and its user base is growing fast. Martin 
believes embracing AI chatbots and AI 
avatars is a long-term strategic move 
toward a more immersive and engaging 
form of customer interaction.

Yet, while the data collected through 
AI solutions can provide companies 
with real-time end-user data, security 
is critical and sits at the heart of Dante 
AI’s business philosophy. The company 
offers robust data encryption that 
meets the highest international data 
protection standards and only works 
with trusted corporate partners such 
as Amazon Web Services and ChatGPT 
creator OpenAI, amongst others. 

“In a world rushing towards ultra-com-
plicated solutions, Dante AI champions 
simplicity while ensuring the highest 
levels of security,” he concludes. “Our 
tools are so intuitive a child could master 
them, yet so powerful the biggest enter-
prises can rely on them. It means no 
matter your background, you can lever-
age the benefits of this transformative AI 
technology within minutes.”

For more information please visit  
https://go.dante-ai.com/

AI avatars enable a 
more human-led 
and empathetic 
communication that 
mimics human speech

https://www.dante-ai.com/?utm_source=publication&utm_medium=raconteur&utm_campaign=danteaiavatars
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W
hen McDonald's was 
forced to remove an 
AI-powered ordering sys-

tem from its US drive-through res-
taurants in June 2024, the debacle 
served as an example of what can 
happen when the new technology 
goes wrong.

The problem started when the fast 
food giant’s voice-activated tech 
began to misinterpret customer 
orders to comic effect, registering 
requests for bacon-topped ice cream 
and hundreds of dollars’ worth of  
unwanted chicken nuggets. Natu-
rally, videos of these gaffes went 
viral and sparked a torrent of mock-
ery, forcing the chain to shelve its 
partnership with IBM, which sup-
plied the ordering system.

As AI proliferates, such system 
failures are becoming increasingly 
common, with organisations 
including Microsoft, Air Canada, 
Tesla and Amazon all experiencing   
their own embarrassing incidents. 

AI systems offer strong advantages, 
but organisations must prepare for 
the consequences if the technology 
goes wrong

Are firms 
ready for  
the cost of  
AI failures?

The costs can be significant in 
terms of business continuity, brand 
damage, regulatory action and 
even legal claims.

But that hasn’t dampened enthu-
siasm for AI’s potential. Again, look 
at McDonald’s: despite the blunder, 
the company maintains the tech-
nology is still "part of its restau-
rants’ future”, highlighting the 
obvious efficiencies that AI solu-
tions can produce.

So how can firms minimise the 
risks while maximising the benefits?

 AI failures can be grouped into 
three categories. The most common 
misstep is when an automated sys-
tem produces an output that is 
incorrect, biased or even discrimi-
natory. Often the consequence of a 
system being fed with bad data, this 
type of failure has led to lawsuits 
and enforcement actions.

Then there are blunders in data 
protection. These errors relate to 
how algorithms are trained and 
have spawned a spate of recent 
copyright cases against AI provid-
ers such as Microsoft and OpenAI.

The third category of failure is 
cyber attacks, either against AI sys-
tems or facilitated by them, which 
are becoming more common and 
more dangerous.

According to Luisa Resmerita, a 
senior director in the technology 
segment at FTI Consulting: “The 
challenge for businesses is balanc-
ing the costs of lost opportunities 
on the one hand and the costs of 
getting it wrong on the other.”

 Many of the implementation 
problems may stem from the fact 
that generative AI is a new technolo-
gy and is being adopted very quick-
ly. According to the Federation of 
Small Businesses, 20% of UK small 
and medium-sized enterprises say 
they now use some form of AI, but 
46% admit they lack the knowledge 
and/or skills to use it successfully.

A robust AI strategy is key to stay-
ing safe. Firms should carry out risk 
assessments to evaluate the chanc-
es and potential consequences of AI 
system failures. They should also 
have backups to ensure business 

continuity; a proper data strategy so 
that systems are powered with the 
right information; reliable monitor-
ing processes; and proper human 
oversight of AI decisions.

Executives increasingly require 
the advice of external partners to 
ensure their AI strategies are found-
ed on a realistic appraisal of poten-
tial risks, according to Stina Connor, 
an associate director at risk man-
agement consultancy Control Risks.

Security teams, on the other 
hand, often want more tactical sup-
port, she explains. Such support 
could help them understand the 
trajectory of cyber threats, for 
example, or to design appropriate 
policies, guidelines and internal 
training on the acceptable use of AI 
within organisations.

Crucially, security and risk miti-
gation should move in tandem with 
commercially driven decisions sur-
rounding AI implementation, 
including partnerships and strate-
gies, Connor says.

 Some firms may need to hire ded-
icated AI and data professionals to 
oversee AI development and ensure 

models are ethical, accurate and 
secure. It is critical that these 
experts work closely with manage-
ment, legal and compliance teams 
so the right AI culture is instilled 
across the organisation.

Amir Jirbandey, head of growth 
and marketing at AI-powered video 
dubbing startup Papercup, points 
out that more and more large organ-
isations are establishing dedicated 
AI committees.

“Groups such as these enable 
holistic evaluations of the risks and 
benefits of the technology for busi-
nesses and their people,” he says.

With coherent regulation in short 
supply, one of the challenges busi-
nesses face is a lack of guidance on 
AI best practices. This will soon 
change with the introduction of leg-
islation such as the EU’s AI Act. 
However, this will in turn see a con-
siderable growth in the compliance 
burden for internal teams.

Evolving regulations require vary-
ing levels of compliance around 
maintaining detailed documenta-
tion and logs of AI systems, notes 
Mirit Eldor, managing director of 
life sciences solutions at Elsevier, 
an information analytics company.

She believes the first step to miti-
gating risks, including regulatory 
risk, is to take a transparent and 
traceable approach to model-build-
ing. “This means ensuring AI mod-
els are backed by robust data 
governance, providing visibility 
into exactly how and what data is 
being used,” she says.

Given the risks, some firms may 
choose to avoid AI altogether. That 
would be a mistake, says Michal 

Szymczak, head of AI strategy at 
software consultancy Zartis.

It’s best to jump in and experi-
ment. Companies learn through 
trial and error and are likely to gain 
a competitive advantage as an early 
adopter, he says. “No one has the 
recipe right now, so every company 
will have to find its own way.”

But it isn’t enough to deploy an AI 
tool and hope for the best, Szymczak 
stresses. Firms need a strategy with 
clear processes for monitoring, 
notifying and eliminating problems 
– automatically, if possible.

“A good principle to keep in mind 
is ‘innovate, monitor and control’,” 
he says.

While companies must prepare for 
possible systems failures, a one-
size-fits-all solution is unlikely to 
work. Some may focus on enhanc-
ing corporate governance by inject-
ing AI risk controls into their 
processes; others will take a more 
targeted, product-centric approach.

Resmerita thinks AI risk is unique-
ly multifaceted and therefore must 
be addressed holistically. “Ulti-
mately, an organisation’s approach 
to governing AI risk must be propor-
tionate to their AI investment strat-
egies and risk tolerance,” she adds.

Like Jirbandey, she believes execu-
tive buy-in is key to building an 
effective AI strategy that properly 
accounts for risk. Companies should 
also define clear roles, responsibili-
ties and protocols for AI governance.

“While defining policy standards 
is an important first step in the jour-
ney, standards are only valuable if 
they are effectively implemented,” 
Resmerita concludes. 

The first step to mitigating 
risks is to take a transparent 
and traceable approach to 
model-building

Daniel Thomas

R I S K

World Economic Forum, 2023

99%
of chief risk officers worldwide 
believe the development and 
deployment of AI technologies  
is outpacing the management  
of ethical and societal risks

43%
believe the deployment of AI 
technologies should slow or pause 
until risks are better understood

Commercial feature

A
I and data are two of the main 
cornerstones of technology 
in business – with the former 

often helping unlock insights hidden 
within the latter. And UK businesses are 
uniquely situated to take advantage of 
the promise of both, thanks to the 
position the country holds in the world.

There are more data centres in 
the UK than any other country in the 
world, except the US and Germany. 
The country punches above its weight 
in its data might, ranking seventh 
when graded by GDP. 

At the same time, the UK is leading 
Europe in AI-created jobs and com-
panies. There are currently 360,000 
AI related jobs in the UK, contribut-
ing $2.2bn in annual GDP.  By 2030, 
AI will boost the UK economy by 10%, 
according to PwC. 

“AI can unlock GDP growth at a rate 
that’s unprecedented in recent years,” 
says Kevin Dallas, CEO of EDB, a lead-
ing Postgres data and AI company. “The 
forecast would suggest a 1.5 percent-
age point annual growth rate – just 
from AI. Compare that to the first quar-
ter overall GDP growth rate this year, 
which was annualised at just 0.7%.” 

Harnessing the power of AI
The numbers speak for themselves. 
But AI and data will change so much 
for businesses beyond the typical ROI 
metrics. In an EDB survey of C-suite 
executives, respondents said that AI 
could help bring return on investment 
by unlocking agility and competitive 
advantages. In addition, respondents 
also felt AI could open up the capac-
ity for innovation – which would in turn 
create better margins. 

“The question is how, not if, your 
organisation can transform to be a 
data and AI platform-based infra-
structure,” says Dallas. AI is becoming 
a focal discussion point in the enter-
prises EDB surveyed, with 59% of 
businesses in the United States, 63% 
in the UK and 66% in Germany saying 
it’s a vital topic when considering 
future technology strategy. 

However, simply having AI within your 
business is not a guarantor of success. 
The ability to operate and work at very 
high speeds with AI and data is seen as a 
near-universal prerequisite for success 
among respondents, with at least four 
in five C-suite representatives across 
the US (84%), the UK (81%) and Germany 
(81%) agreeing with its importance. 

Rewriting your business plan
Harnessing AI at speed means new 
thinking about effective, AI-literate 

infrastructure has to take place. 
“Organisations need to develop, con-
sume and operationalise their AI and 
data for their own platforms, wherever, 
however and whenever they want,” 
says Dallas. “It’s this idea of your organ-
isation becoming a data and AI plat-
form that is going to drive success.” 

IDC estimates that 90% of all data 
collected by enterprises is unstruc-
tured and therefore its real value has 
yet to be discovered. Adding structure 
to that data is the promise AI can bring 
to businesses. To achieve the most 
from the technology, businesses need 
to follow three key steps.

First key for success:  
You need a sovereign  
AI and data platform
Much of the value of a business’s future 
data will come from the idea of being 
able to access it anytime, anywhere –  
while staying compliant. AI should only 
be restricted by your industry standards 
and regional governments. This means 
data will be on your premises, in your 
private clouds and maybe public clouds. 

Second key for success:  
Observability is critical across  
your data estate for AI success
Organisations infusing AI into their 
mission-critical workloads also need 
to ensure there is observability across 
these data estates and workflows. 
“Observability is crucial: AI has an insa-
tiable appetite for data from a plethora 
of sources, and businesses need visi-
bility into this process across their var-
ious data estates,” says Dallas.

Simply adding AI into your compa-
ny’s mission-critical workloads is not 
enough: you need to be able to see 
how it is helping your firm and adapt 
to its findings. Success will be driven by 
observing data when, where and how 
you need to.  

Third key for success:  
In an uncertain future,  
open source is vital 
At this stage of the AI revolution, 
it is impossible to predict the full 
direction of data and AI platforms, 
so choice is essential. Secure, com-
pliant and enterprise grade AI and 
data in an increasingly open-source 
world is part of this future. Four in 
10 leaders in the US, UK and Germany 
reported that data platforms such as 
Postgres will be considered for their 
next major AI project.

“Companies need solutions that 
are flexible enough to run both in the 
cloud or on-premises depending on 

their specific needs and workloads,” 
says Dallas. “AI is still a new frontier, 
so companies should opt for tech-
nologies like Postgres, which have 
an extensible underlying data model 
that also provides ongoing support 
as they navigate building these novel 
intelligent applications.”

Unlocking opportunities
EDB is the leading contributor to the 
fast-growing open-source database, 
Postgres.  The company works with 
businesses to help them unlock AI 
and data opportunities. 

AI, data and Postgres are already 
being combined to make a dramatic 

difference to our planet, in ways far 
beyond initial expectations of tech-
nology. The Wildlife Conservation 
Society uses this technology to 
track the real-time health of coral 
reefs that drive the livelihood of 
over 500 million people. 

“Making data accessible to all users, 
across different environments and 
applications, is crucial in the era of AI, 
especially when it comes to protecting 
our world’s oceans,” says Dallas. “With 
more than 35 years of continuous devel-
opment, Postgres stands as the most 
adaptable and versatile database, relied 
upon by millions of nonprofits, govern-
ment bodies and businesses. What we 
are witnessing now is that Postgres can 
significantly contribute to the future  
of our planet.”

This is just one example of how AI, 
data and Postgres can make an impact. 
To welcome digital transformation into 
their own organisations, leaders will 
need to redraw their business plans. 
Companies will need access to their 
data and AI platform when, where and 
how they need it, without disturbing 
the mission-critical operations that 
are running a business day in, day out.  

“There will be new ecosystems that 
will need to wrap around your business 

as an AI and data platform, because 
open source done right will deliver 
value far greater than the sum of all the 
parts,” says Dallas. 

Firms will need to infuse their AI 
models into their business, where, 
when and how they want. As a result, 
leaders will need to be constantly vig-
ilant to ensure that data is secure and 
compliant as it is moving and working 
across their whole data estate. 

This all requires a level of observa-
bility across data estates that is cur-
rently not common practice. “It’s a 
hard task,” says Dallas. “But enter-
prise-grade Postgres delivers each of 
these key components of success for 
your AI and data platform future.” IT 
leaders driving digital transformation 
must harness the potential of data and 
AI, with those in the UK uniquely posi-
tioned to lead the charge.

For more information please visit
enterprisedb.com

How the UK is poised to become  
an AI and data platform leader
A unique combination of data 
infrastructure and a commitment to 
AI as an investment sector puts the 
UK in prime position to dominate 
digital transformation

 
Companies need solutions that 
are flexible enough to run both 
in the cloud or on-premises 
depending on their specific 
needs and workloads 

https://www.enterprisedb.com/
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