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in the field, dubs ‘the gorilla problem’. 
Namely, human beings will be outmoded 
by machines in the same way we evolved to 
dominate our gorilla kin.

“Finding our place in that future isn’t a 
decision that can be left in the hands of a 
few. Technologists, educators, psycholo-
gists, policymakers and testing experts 
must put their heads together to consider 
how we measure human capital, improve 
human performance and ensure equity in a 
world where machine intelligence surpasses 
human capabilities.”

For the moment, though, narrow AI, 
which is programmed by humans to focus 
on a niche task, will have to suffice. The 
hype around AI has calmed recently, in part 
because business leaders have realised it is 
neither akin to the general AI of Blade Run-
ner or Terminator nor a silver bullet. Narrow 
AI, however, is potent if pointed the right 
way; those who work out what direction to 
aim at will triumph.

Besides, as Dr Iain Brown, head of data 
science at SAS in the UK and Ireland, posits: 
“The machines have already taken over, to 
some extent, and with little resistance.” Our 
smartphones, smart speakers and driverless 
cars all rely on AI. “Self-learning machines 
are embedded in services or devices 
used by three quarters of global consum-
ers,” says Brown, “and algorithms choose 
what news we read and the entertainment 
we consume.”

Canny members of the C-suite are begin-
ning to realise the true potential of nar-
row AI. “General AI isn’t a pipe dream, but 

Grounding sci-fi 
ambitions in reality
Is “general” artificial intelligence still something service providers 
should be trying to achieve, or would their efforts be better spent on 
building more robust “narrow” AI systems?

idley Scott’s 1982 cult film Blade 
Runner, based on Philip K. Dick’s 
science-fiction classic Do Androids 

Dream of Electric Sheep?, came of age five 
months ago: its dystopian futurescape was 
Los Angeles ablaze in November 2019. 

While some elements accurately hit 
today’s world, now stricken by the corona-
virus pandemic, the planet is dangerously 
warm and computers can be commanded 
by a human voice for instance, other pre-
dictions fall short. High-collar, full-length 
trench coats are unfashionable, flying cars 
have failed to take off and, most pertinently, 
so-called ‘general’ artificial intelligence (AI) 
does not exist.

Sci-fi is increasingly becoming sci-fact, 
admittedly, but a technology that can repli-
cate a range of highly advanced human char-
acteristics – the basic definition of general 
AI – does not walk among us, yet. Moreover, 
the so-called singularity, when machines 
achieve sentience and technological growth 
becomes uncontrollable and irreversible, is 
some distance away, most experts say.

“Think of general AI as HAL from 2001: A 
Space Odyssey, or Skynet in the Terminator 
series,” suggests Bernd Greifeneder, founder 
and chief technology officer of leading auto-
mated-software organisation Dynatrace. 
“We’re currently nowhere near that becom-
ing a reality, with estimates ranging from 
it being five years to a century away. Some 
even believe we’ll never see general AI step 
out of sci-fi and into the real world.”

Arguably that conclusion is good for the 
longevity of the human race, though not 

everyone agrees. “Unless humanity takes 
a wrong turn, general AI is likely to arrive 
around 2050, perhaps sooner,” says David 
Wood, chair of London Futurists. “General 
AI, handled wisely, can enable humanity 
to enter a profound new era that I call ‘sus-
tainable superabundance’, in which we can 

transcend many of the cruel limitations of 
the human condition that we have inherited 
from our evolutionary background.”

Wael Elrifai, global vice president of solu-
tion engineering at Hitachi Vantara, pleads 
for greater caution. “When we achieve gen-
eral AI, it will drastically transform our 
economy and society in ways we can’t even 
predict,” he says. “We’ll be faced with what 
Dr Stuart Russell, a pre-eminent thinker 
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it is irrelevant,” says leading futurist Tom 
Cheesewright. “Focusing on it as a busi-
ness leader is like seeing the wheel for the 
first time and spending your time dreaming 
about a Tesla. Make use of the wheel.”

Indeed, according to Microsoft’s Acceler-
ating Competitive Advantage with AI report, 
published in October, businesses in the UK 
already using AI at scale are performing 11.5 
per cent better than those who are not, up 
from 5 per cent in 2018. Further, the study 
calculates the number of UK companies 
with an AI strategy has more than doubled, 
from 11 per cent two years ago to 24 per cent 
in 2019. The report also finds that more than 
half of organisations in the UK (56 per cent) 
are using AI to some extent, including a rise 
of 11 per cent in machine-learning from the 
previous year.

“Narrow AI is certainly a more rewarding 
prospect for businesses in the short term, as it 
has more specific applications and so can help 
to overcome the clearly defined challenges 
that exist today,” says Greifeneder. “It’s also 
easier to manage the risks and ethical impli-
cations associated with it.” As an example of 
granting too much autonomy to a machine, 
he points to Microsoft’s infamous AI chatbot 
Tay, which began tweeting racist and inflam-
matory remarks in March 2016, after just 24 
hours of exposure to users on Twitter. And, 
like any tool, AI can be used for good or bad. 

“We don’t need to wait for general AI to 
experience elements of AI utopia or dysto-
pia,” says Peter van der Putten, assistant pro-
fessor of AI at Leiden University in the Neth-
erlands and director of decisioning solutions 
for cloud software company Pegasystems. 
“AI is used successfully to understand the 
structure and function of COVID-19 and to 
mine COVID-19 research articles. But bias 
has been creeping into models to determine 
credit card limits, decide who needs to await 
a court case in jail or who gets selected for 
preventive care programmes.”

There may be justified concerns about 
algorithmic biases, how the associated 
technologies might develop and AI displac-
ing human jobs. But it is critical for business 

leaders to understand what AI can achieve 
and it’s certainly not for every organisation.

“If you don’t understand what you are 
trying to solve first, you are carrying a ham-
mer looking for a nail and AI is going to be of 
no real use,” says Nick Wise, chief executive 
of OceanMind, a not-for-profit organisation 
using AI to protect the world’s fisheries.

For now, the realm of sentient comput-
ers seems a long way off. And if we humans 
are prudent, if or perhaps when general AI 
becomes a reality, man and machine will 
augment one another. As Brown concludes: 
“The future belongs to the cyborg: humans 
working hand in glove with AI, rather than 
the android alone.” 
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he utilities sector has been sig-
nificantly disrupted by numer-
ous market forces over the last 

decade, but none have been more sig-
nificant than supporting millions of cus-
tomers and employees during a global 
pandemic. Businesses of all sizes are 
rapidly responding to a significant rise 
in digital customer engagements while 
scrambling to support frontline staff 
now working remotely. Resilience is 
not a new theme for utilities, but new 
approaches must be adopted quickly for 
suppliers to survive.

In 2011, the big six energy firms had 98 
per cent market share. Come this year 
and that had reduced to around 73 per 
cent and the number of energy providers 
in the UK had proliferated to more than 
70. The cost of not adopting sustainable 
new models couldn’t be higher, with 15 
small energy suppliers having collapsed 
since January 2018.

An influx of nimble upstarts in the 
market has challenged the dominance of 
the big six. In 2011, switch rates were very 
low, with people typically only thinking 
of changing supplier when they moved 
house. Fast forward nine years, how-
ever, and annual switch rates now stand 
at around 20 per cent. This continues 
to grow despite a new energy price cap 
that came into force at the beginning of 
last year, with many households realising 
they can still get a better deal by shop-
ping around and they often get a better 
customer experience too.

The latter has created a new battle-
ground for attracting new customers 
and retaining existing ones, particularly 
those influenced by league tables com-
piled and published by influential inde-
pendent organisations such as Which? 
and Uswitch, which rank suppliers based 

AI delivers 
resilience as we 
enter a new era
As the utilities sector continues to face significant 
disruption, AI chatbots are providing the 
resilience energy suppliers need while improving 
their customer and staff experiences

on aspects including service quality, 
availability and number of complaints. 

“Energy suppliers aren't just competing 
on price with an unprecedented number 
of companies, they're also competing on 
customer experience, and a fifth of their 
customer base is at risk every month,” 
says Lloyd Buxton, utility lead at Bold360 
by LogMeIn. “In other sectors, providers 
delivering a better service can charge 
more for it. Energy firms can’t do that 
because of the cap and profitability is 
already low, with a sector average of just 
2 per cent. They need to do more with 
less, better, faster and cheaper.”

In response to these challenges, energy 
suppliers are undergoing digital trans-
formation programmes to drive cost effi-
ciencies and improve customer expe-
rience. Increasing channel shift is an 
important metric for many businesses, 
especially those dealing with a surge in 
digital contacts, but it only delivers the 
desired benefits when it’s coupled with 
a high level of digital containment.  

Dealing with an issue via a chatbot 
interaction that costs the company a 
tenth of the cost of a phone call may 
sound like an obvious business decision. 
But if the chatbot doesn’t resolve the 
issue, then the customer will escalate 
using a higher-cost channel and is likely 
to become more frustrated. 

The accuracy levels of natural language 
and speech-to-text technologies, and 
the algorithms underpinning them, have 
advanced drastically in recent years, 
enabling companies to embrace chat-
bots for customers and staff in ways they 
previously couldn’t. Increasingly, this 
includes deploying internal chatbots for 
routine human resources and IT queries. 
Remote workers can’t just pop in to see 
HR or IT and ask a quick question.

“The technology has come on mas-
sively,” says Buxton. “We're talking high 
90s in terms of the percentage of intent 
recognition for a question to one of our 
chatbots, no matter how it is written. 
For example, a customer could say their 
power is off in numerous different ways: 
‘I have no supply.’ ‘My gas or electricity is 
not working.’ ‘I’ve lost power.’ 

“Internally, remote-working staff are 
using chatbots to ask HR and IT questions, 
and to guide them through processes. No 
matter how they phrase their question, 
the technology is able to understand what 
they’re saying and respond accurately. 

“This is tremendously significant for 
companies because the technology's 
working, it's understanding people’s 

questions and it’s fixing their problems, 
which is music to business leaders' ears 
because they can reduce their cost base 
while also improving the experiences. 

“Bold360 is hugely effective for energy 
vendors as it's a multi-channel digital 
engagement platform with a view across 
the entire customer journey. Customers 
of Bold360 are now even able to pre-
empt customer intent and offer proactive 
care based on behavioural triggers and 
the first few typed words of a question.

“Automating the right customer jour-
neys to a high level of accuracy, such 
as resetting passwords or changing 
your address or direct debit, drastically 
reduces the strain on human agents. 
Then, when the journey does need to 
escalate to a human channel, be it via 
live chat, email, messaging or phone, the 
transition is entirely seamless because it 
is supported by one technology. 

“Resolution rates grow across the 
entire customer journey by improving 

Utilita gets even 
smarter with chatbots
Already a leader in 
smart energy, Utilita 
has leveraged live 
chatbots to build a more 
intelligent and efficient 
customer experience 
while driving significant 
cost-savings

tilita is one of the UK's largest 
energy suppliers outside of the big 
six, serving 800,000 households. 

As the first energy company to install smart 
meters in UK homes, it has led the way in 
smart energy. Nine in ten of the house-
holds supplied energy by the company have 
smart meters installed, compared to only 
around half across the rest of the nation. 

Since launching in 2003, Utilita has sought 
to improve the experience of those who 
prepay energy. By linking a smart meter to 
an in-home display, users can see in real 
time what they consume, reducing usage 
by an average of 20 per cent. They can set 
daily, weekly or monthly budgets to control 
spending and top up in the My Utilita app.

As customer touchpoints are more fre-
quent with prepay energy, call volumes are 
invariably higher than those associated 
with credit customers. Utilita specialises 
in customers facing financial difficulties or 
other challenges best solved with a reas-
suring voice at the end of a phone. 

Most customer queries, however, are 
more routine questions with a simple 
answer. As a result, three years ago Utilita 
deployed a chatbot solution and since 
November 2019 it has been powered by 
Bold360 by LogMeIn.

“Having implemented chatbots pre-
viously, we saw a real difference in how 
Bold360 approached the initial scoping 
stages, starting not with what we wanted, 

but what was really driving our customers 
to contact us,” says Chris Downs, head of 
delivery at Utilita. “This novel approach and 
Bold360’s ability to implement the system 
quickly was attractive. 

“As an independent energy company, 
we move quickly and need to adapt to the 
needs of our customers during what can 
be some really hard times. The Bold360 
platform is so incredibly easy to use, 
which has allowed us to reduce the time it 
takes to feed the chatbot with the neces-
sary information, speeding up the delivery 
to our customers.” 

Bold360 has delivered huge value for 
Utilita, while dealing with customer que-
ries much faster. Its chatbot receives more 
than 220,000 questions each month, 71 
per cent of which are answered without 
any human intervention. When the cost 
to fulfil a chatbot inquiry is mere pennies, 
compared to several pounds for a phone 
call, the savings are clear. 

A core team of three people are respon-
sible for identifying trends in customer 
behaviour and reviewing available content. 
Through close monitoring of Bold360’S 
easy-to-use dashboard, any questions that 
aren’t being answered sufficiently by the 

number, we decided to create a widget 
where they could enter some security 
details and it would give them their refer-
ence number automatically. This observa-
tion has enabled 10,000 customers, who 
have since asked the same question via the 
chatbot, to self-serve saving thousands in 
call handling.

“More than 96,000 Utilita customers have 
used the chatbot on more than one occa-
sion. It has clearly become the communi-
cation mode of choice for many, especially 
those in the younger, digital-native demo-
graphic. Other energy providers deacti-
vated their live chat functions when vol-
umes grew amid the COVID-19 outbreak, 
but this really defeats the point of what a 
chatbot is designed to do. During one of 
the biggest crises this country has faced, 
our well-managed and informed chatbot 
reduced call volumes by 84 per cent.”

 
Some energy providers 
deactivated their live 
chat functions when 
volumes grew amid the 
COVID-19 outbreak, but 
this really defeats the 
point of what a chatbot  
is designed to do

USE AI TO CREATE BETTER CUSTOMER EXPERIENCES

U

chatbot are flagged, enabling the team to 
spring into action and provide answers or 
solutions, which can be accessed via the 
chatbot within minutes. 

“Bold360’s dashboard enables our team 
to easily identify questions that might 
require some additional web functional-
ity,” says Downs. “After seeing a trend for 
people asking for their customer reference 

T

self-service and also increasing capacity 
in live service channels.”

The biggest benefit to organisations, 
however, is resilience. In times of dis-
ruption, whether related to technol-
ogy, regulation, growing competition, 
changing customer expectations or 
more macroeconomic factors, busi-
ness resilience will often determine the 
market winners, and energy suppliers 
have faced all of these challenges con-
currently in recent years. When a health 
pandemic is added into the mix, as with 
COVID-19, resilience becomes abso-
lutely central to success and survival. 

As the UK began its response to the 
COVID-19 outbreak and staff increas-
ingly worked from home, Bold360 saw 
huge spikes in digital customer activity. 
Over just a couple of weeks, live chat 
volumes doubled across its client base 
and support centre queries increased by 
500 per cent as people turned to digital 
channels when they couldn’t get through 

 
When a health pandemic 
is added into the mix, as 
with COVID-19, resilience 
becomes absolutely  
central to success  
and survival 

“Better resilience and engagement 
is also evident on the agent side. The 
technology is accessible via web brows-
ers, which means all agents who need to 
work remotely can continue to respond 
to queries on Bold360 chat without dis-
ruption. And by removing the repetitive 
questions that live agents previously 
had to deal with, companies can offer 
a better employee experience which is 
likely to lead to even better productivity.

“If you can give staff better technology 
to work with, they will be happier and 
fundamentally they're going to be more 
resilient and provide more help in those 
times of need.”

For more information please visit 
Bold360.com

of companies are investing in  
or exploring AI

88%

of consumers rated their most 
recent interactions as 'excellent'

21%

to resolve consumers' most recent 
interaction with a brand on average

11hrs

of businesses believe chat with bots 
and agents will be one of the most 
common channels within three years

71 %

of customer inquiries are resolved 
during the first interaction

49%

of businesses believe AI 
is changing the customer 
experience for the better

76%

CUSTOMER EXPERIENCE

of businesses said that AI would 
allow them to retrain their agents, 
or shift them to new types of work

65%
Share of organisations that 

will have adopted cognitive/
AI systems by 2022

Companies using cognitive 
technologies see greater 
annual improvement in 
customer lifetime value

Companies using cognitive 
technologies see greater 

year-over-year increase in 
annual revenue

Customers try self-
service before calling 

customer service

93% 63% 36% 81%

on the phone. Meanwhile, chatbot vol-
umes grew by around 30 per cent. 

Put simply, those with a tightly inte-
grated live chat and chatbot solution 
were able to continue to serve their 
customers while others crumbled under 
the pressure. 

“Our clients have been able to offer 
a truly 24/7 service during these test-
ing times,” says Buxton. “They’re not 
just limited to the hours they can have 
people in a building, if they can even be 
in the same building together. 

“Artificial intelligence, or AI, gives 
them a live, quantifiable view of what 
their customers are asking after. 
Advanced algorithms cluster similar 
questions into single intents, making it 
easier to spot a problem and respond 
faster. It provides that needle-in-a-
haystack view of where systems and 
processes need to change, and an ear-
ly-warning system to deal with issues as 
they arise.

Reframe 
your thinking 

about AI

Make a  
business case

Create a 
self-service 
framework

Measure 
continuously 

to optimise the 
experience

Social media

Mobile app

Organic

Paid ad

Conversion rate

NPS

CSAT

Self-service rate

Directly to agent

Escalation rate

Deflection rate

Abandonment rate

Self-service rate

Bots and humans 
working together

Do more with 
your resources

Educate

Show the potential

Talk money

Be transparent 
about using AI

Offer many 
engagement channels

Strategise routing

Personalise the 
experience

Manage content

Source of traffic

Interaction volume

Business impact

Effectiveness of help
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Don't lose your 
secret formula

Companies are using 
artificial intelligence 
to tap into human 
intelligence – employee 
knowledge that 
businesses often 
can’t access through 
conventional methods

et’s talk about fried chicken, in par-
ticular, the finger lickin’ variety 
coated in a blend of 11 herbs and 

spices. This may seem like a strange place 
to start an investigation into the conver-
gence of AI and employee knowledge, but 
that famous recipe is a prime example of 
how documenting corporate knowledge can 
ensure continued business success. 

After all, if the company’s famous 
founder hadn’t had the presence of mind to 
write down his original recipe on the sheet 
of notebook paper now locked away in a cor-
porate safe in Louisville, who knows how 
the American company’s commercial his-
tory would have been rewritten or if they 
would have had a history at all. 

Every company has their own original 
recipe, their secret formulas and corporate 
secrets. In reality they have thousands of 
them, but rather than being locked away 

for perpetuity on paper, they are held in the 
minds and habits of employees, and this 
can be a significant limiter of growth. 

“The existence of this tribal knowledge 
also poses a significant risk, particularly as 
the rate of change increases exponentially,” 
says Charles Araujo, an independent digital 
analyst and founder of the Institute for Dig-
ital Transformation. “As organisations are 
forced to rapidly change course, these bits 
of undocumented, yet critical, information 
become a minefield of known unknowns 
that can threaten their ability to adapt.” 

However, AI can be leveraged against 
data from company intranets and collab-
oration tools such as Slack, Jive, Micro-
soft Office and Teams to extract hidden 
processes and uncodified knowledge, and 
turn it into known knowns that can then be 
made accessible through the mobiles and 
desktops of every employee. 

Questions can be asked by employees of the 
system as if they were asking a relevant col-

league at the water cooler, or a subject matter 
expert in a formal meeting, and AI platforms 
can analyse the syntax of a question to reveal 
the intent, even if it’s asked in different ways, 
to provide advice and answers in real time. 

This reduces the time the average employee 
spends trying to find colleagues who can help 
with specific tasks, highlighted in research 
from McKinsey & Company, which revealed 
the average interaction worker spends nearly 
20 per cent of their working week searching 
for internal information. 

The problem becomes even more acute 
during times of rapid change and remote 
working, as incidents become more frequent 
and the time to troubleshoot them increases, 
which is why using AI in business to digitise 
employee knowledge is now a priority.

“A key reason that incidents can take so 
long to resolve is the lack of timely access to 
the critical operational knowledge needed 
to validate, diagnose and resolve an issue,” 
says Larry Lien, chief product officer at 
Resolve Systems. 

This problem is only exacerbated in a cri-
sis when there aren’t enough hours in the 
day for experts to get involved in all the 
problems they would usually have the time 
for. “While experts are pulled into high-pri-
ority incidents, other incidents go unad-
dressed and these ignored incidents can 
have serious consequences that hurt the 
business,” explains Lien. 

An organisation that is carrying too 
much undocumented employee knowledge 
can also suffer from a slowdown in innova-
tion and stunted growth as company-wide 
experts are drawn into fire-fighting instead 
of driving innovation. 

The increasing sophistication of AI in busi-
ness means that operational employee knowl-
edge can be converted into mathematical 
models and critical decision flows digitised. 

Starmind is a Zurich-based company 
focused on making the collective human 
intelligence within an organisation accessi-
ble with the power of AI. Founder and chief 
technology officer Marc Vontobel believes 
the current increase in distributed teams 
and remote working means there has never 
been a better, more crucial time to optimise 
hidden organisational intelligence. 

“AI technology can help organisations 
sift through vast and growing data pools 
in real time to understand what informa-
tion resides where and who knows what,” he 

Woodside is Australia’s largest natural 
gas producer, providing 6 per cent of 
global supply in 2019. The very nature of 
being a liquefied natural gas operator 
means reliability and efficiency are 
key if there are to be no disruptions in 
energy supply to customers and safety 
is maximised for employees. 

However, in an organisation 
employing more than 3,000 people, 
making sure that engineers and 
operators have access to the right 
advice in real time, so decisions can be 
made quickly and safely, is essential.

So, in 2016, Woodside partnered 
with IBM and began to use their 
Watson artificial intelligence platform, 
initially creating what developers 
called the “corpus”, made up from 
previously undocumented knowledge 
and employee experience that was 
uploaded to the AI platform. 

Woodside’s engineers and 
employees were then able effectively to 
crowdsource answers to time-sensitive 
questions in a language they could 
immediately understand. This has led 
to the company being able to provide 
customers with energy more efficiently 
and do it with sustainability in mind. 

Application of AI in their business has 
meant Woodside can provide “virtual 
pipelines” of truck-loaded energy more 
efficiently to supply customers who 
haven’t had the benefits of pipeline gas 
and maintain the delivery of a third of 
Australia’s oil and gas.

Jon Axworthy

L

McKinsey 2018

18%
of organisations say they have a clear 
strategy in place for accessing and 
acquiring the data that enables AI work

Real-time insights

says. Self-learning algorithms that replicate 
how the human brain works are the key to 
finding this frozen knowledge and allowing 
it to thaw so it can begin to flow throughout 
an organisation. 

“Human-inspired AI uses self-learning 
algorithms to create neural intelligence net-
works, which replicate how the human brain 
works, because it’s important to remember 
that for AI to function effectively, it needs to 
learn how to forget, not just overwrite infor-
mation, just like the human brain,” explains 
Vontobel. “Training AI to strategically forget 
what’s no longer relevant to make room for 
new intel will allow it to mirror the human 
brain’s decision-making process.”

Starmind’s AI draws on data from more 
than 200 workplace apps to generate thou-
sands of real-time employee skills profiles 
automatically and continues to evolve as 
the expertise develops.

This extracts the hidden processes and 
codifies employee knowledge, which can 
then be used to make any organisation 
more resilient and ready for the future. 

In doing so it can also gift a company 
another benefit, an important commu-
nal hub that can bring employees closer 
together. This is crucial step towards lon-
gevity, especially in light of a Gallup survey, 
which revealed that for every two engaged 
workers – those who are involved in, enthu-
siastic about and committed to their work – 
there is one who is actively disengaged. 

However, just because an employee is 
disenfranchised doesn’t mean they have 
nothing to offer and often what they lack 
is access to a company camp fire where 
they can share knowledge and experi-
ence. AI has the potential to be that camp 
fire around which the true potential of any 
business can be unlocked. 

H U M A N  I N T E L L I G E N C E

Promises and pitfalls 
of data synthesis
The more data an 
algorithm has to work 
with, the better its 
results will be. But not 
every business has 
access to enough data 
from which artificial 
intelligence can extract 
valuable insights

rtificial intelligence: it’s the 
“magic” that can solve every busi-
ness problem imaginable. Except 

when it can’t. Often, even where AI sys-
tems could provide revolutionary solutions, 
there are practical limitations. If your AI is 
going to learn from data, how do you make 
sure it has the right amount of data and 
that it’s data you can use without heading 
straight for a legal minefield? This is where 
data synthesis comes in.

One reason companies are increasingly 
turning to data synthesis methods to build 
AI systems is primarily because synthetic 
data is easier to create. Take the example 
of software to direct self-driving cars. If 
building a learning model from real data, 
you would need to drive an actual car for 
millions of miles and even then you might 
not, and might not want to, encounter every 
situation a car could need to deal with. For 
example, you wouldn’t want to test a real 
car’s response to having a real toddler run 
out in front of it.

One solution to work around this is to 
train networks using simulated data by 
running a machine-learning algorithm 

on images of a virtual car driving through 
virtual environments, as in a video game. 
Grand Theft Auto, for example, was found 
to be a surprisingly effective tool for simu-
lation in a study run by Intel and a German 
university in 2017. You can rapidly build a 
data set of massively varied situations that 
a real car might encounter without having 
to stage them in real time.

Using data synthesis methods to expand 
your corpus of data rapidly can also be use-
ful for startups trying to compete with more 
established rivals. For obvious reasons, a 
small, new company has had less opportu-
nity to gather real data to train algorithms. 
And realistic synthetic data gives them an 
opportunity to catch up, along with a better 
shot at disrupting the market.

Synthetic data can be used where there 
may be privacy concerns with real data, 
in healthcare or finance, for instance. 
Researchers have used machine-learning to 
generate x-rays showing different medical 
conditions which in turn have been used to 
train learning models. Because the data is 
synthetic, they can create far larger training 
sets that can be used without concern for 
patient privacy. Along similar lines, fraud 
detection systems can be trained using data 
synthesis methods without having to worry 
about exposing real financial data.

But synthetic data is of very limited use 
when you’re trying to learn something new 
about the real world as the results will only 
ever tell you about the model of the world 
that generated the data. Reality can often 
turn out to be a lot more complex than even 
the cleverest predictive analytics have 
accounted for.

And even when testing established prin-
ciples, synthetic data should always be 
used carefully. Has your clever neural net-
work unintentionally eliminated edge cases 
that you should be testing against because 
they’re too statistically rare to show in the 
model, for example? Have you unintention-
ally propagated bias in the real data into the 
synthetic data?

While data synthesis methods can help 
build AI systems more quickly and cost 
effectively, it’s important to understand 
the limitations and risks. Ultimately, you’re 
never going to be able to innovate without 
the real stuff. 

 
Training AI to forget 
what’s no longer relevant 
to make room for new intel 
will allow it to mirror the 
human brain’s decision-
making process

Edd Jefferson

A

D A T A 

ARE WE NEARING SINGULARITY?

According to technology executives, the singularity – the point at which AI-assisted
machines surpass human intelligence – will arrive...

Any day now

Within the next five years

Edelman 2019

36%

Within ten years
25%

It will take more than ten years
22%

It will never happen
6%

12%
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ugmented reality (AR) has come 
a long way since it exploded 
into the mainstream in 2016 

with the launch of Pokémon GO, which 
smashed mobile app download records 
and introduced many people to tech-
nology that overlays virtual interactivity 
onto real-life views of the world.

Since then, a growing number of com-
panies have explored its viability as an 
effective business tool, along with its 
tech “cousins” mixed reality (MR), which 
not just overlays but anchors virtual 
objects to the real world, and virtual 
reality (VR), immersing users in a fully 
artificial digital environment. 

Major enterprises around the world 
have begun exploring the ability of AR 
and MR, in particular, not just to boost 
customer engagement, which dominated 
early-use cases, but also to enhance the 
productivity, safety and capabilities of 
their industrial workforce. 

The impact of these technologies in 
production environments has enticed 
tech giants Microsoft, Amazon, Apple, 
Facebook and Google to enter the 
market, and analyst firm IDC anticipates 
worldwide spending on AR and VR will 
reach $160 billion in 2023, with notable 
investments in training ($8.5 billion) and 
industrial maintenance ($4.3 billion).

“Customer engagement has been a 
core driver of AR and MR investments 
because they’re a great way of telling 
a story as well as immersing a person 
in a product or brand,” says Paolo 
Capitelli, communities of practice 
director at Reply, which specialises 
in the design and implementation of 
solutions based on new communica-
tion channels and digital media. 

“Product AR visualisation is espe-
cially powerful. There are great try-on 
tools for glasses, make-up and shoes, 
and IKEA customers have been able to 
see how furniture looks in their house 
for several years now. In the last 12 
months, we’ve also seen intensive use 
of social apps that adopt photo filters 
over an augmented reality. 

“However, in the age of Industry 
4.0, MR and AR technologies are set to 
be even more transformative in opti-
mising the daily processes of manu-
facturers and field workers. Though 
solutions in this area are still mainly in 
a proof-of-concept phase, their capa-
bilities have taken several steps for-
ward, allowing physical things such as 
plant or machinery to be augmented 
with digital information. 

“This can be really beneficial in sce-
narios such as training employees to 

operate machinery, checking the real-
time status of equipment or providing 
field workers with information that helps 
create a safer environment. Meanwhile, 
collaboration at distance becomes far 
more effective, particularly during peri-
ods like now when more people have to 
work from home.”

While the value on offer is poten-
tially huge, numerous limitations have 
held enterprises back from embracing 
MR and AR technology quickly and at 
scale. They include the high cost of 
wearable devices, though prices are 
gradually coming down, a limited field 
of view on some headsets and lack of 
position accuracy in terms of millime-
tres, which is particularly challenging 
for manufacturing organisations.

As new innovations come on to the 
market, guidance has been lacking to 
help companies navigate the journey 
from initial AR and MR exploration to 
broad adoption, as well mastery of 
the tech and maximising return on 
investment across the broadest set of 
use-cases. Building applications from 
the hardware available can be costly 
because it still requires manual devel-
opment and some devices are cum-
bersome or difficult to deploy in the 
field. 

However, these challenges are being 
addressed as the platforms and tools 

that allow companies to develop MR and 
AR applications become easier to use. 

On the software development side, 
the number of tools is growing as well 
as the number of applications that 
enable even those with no develop-
ment or 3D skills to implement MR and 
AR applications. On the hardware side, 
new technology capabilities, such as 5G 
networks and the possibility for remote 
rendering, is allowing MR and AR head-
set manufacturers to build devices that 
are lighter because most of the compu-
tation is in the cloud.  

With ten years’ experience in MR, AR 
and VR, Reply supports companies in 
adopting these technologies by offer-
ing innovative solutions and services 
aimed at introducing greater efficiency 
in processes. The company guides 
organisations through the AR maturity 
model, beginning with the exploration 
and trial phase and then moving into 
deployment to solve business prob-
lems and establish operating models 
and governance frameworks. 

Next, the AR strategy is connected 
to the broader enterprise IT ecosystem 
with multiple use-cases deployed and 
an organisation-wide operating struc-
ture for the technology is established, 
allowing processes to be reinvented, 
value to be measured and the new AR 
software platform to become available 
to the extended enterprise.

“It's a continuously changing process 
and the technologies are evolving rap-
idly,” says Roberto Del Ponte, senior 
manager at Forge Reply, a specialist 
company within Reply focused on MR, 
AR and VR technologies. 

“Reply is a trusted adviser to organ-
isations looking to take advantage of 
these innovations. We prefer to test 
the technologies in our laboratories in 
Milan and Munich first. Some are dis-
carded, some are adopted and only the 
best are presented to our clients. We 
can then help them understand where 
they can add value and which pro-
cesses can benefit them the most. 

“We are assisting companies in the 
identification of the right processes, 
selection of the right software and 
hardware technologies, and of course 
in the development of the applications 
themselves.

“It is important to start small and 
with the most effective use-cases. 
Once MR is adopted in a company, 
a wider range of ideas will actu-
ally be driven from the end-users. 
Investments in AR should also be part 
of a broader and structured process 
of digital transformation. 

“Just like other technologies involved 
in digital transformation journeys, 
including the internet of things, big 
data, artificial intelligence and cloud, 
AR cannot be considered on its own. 
In fact, MR adoption is strictly linked to 
other digital transformation processes 
and should be considered within the 
wider enterprise digital transformation 
plan and investments.”

For more information please visit
www.reply.com

Reality of  
augmented innovation
Augmented and mixed reality technologies 
have advanced significantly, but enterprises 
must overcome challenges before they can 
maximise their business value

A

 
Collaboration at 
distance becomes 
far more effective, 
particularly during 
periods like now when 
more people have to 
work from home

of enterprise users said that they 
were at least considering investing 
more into XR in the next few years

98.6%

of enterprise users said that VR 
had had a positive impact on their 
business

93%

XR Intelligence, 2019
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XR USE CASES IN BUSINESSES

XR Intelligence, 2019
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ombating COVID-19 is a pivotal 
moment for AI in global healthcare 
as its potential falls under critical 

gaze. Computational power has been hailed 
a perfect solution to healthcare ills and 
now it has the ideal opportunity to prove its 
worth. But this is no carefully constructed 
trial to impress government officials or ven-
ture capitalists; this is a virus that spreads 
around the world with alarming ease and 
speed with wrecking-ball impact.

AI’s role in stabilising and protecting our 
health will largely dictate its future, either 
as a critical component of healthcare or a 

Fighting the 
outbreak with 
algorithms

Danny Buckland

C

The urgent race to understand and develop 
vaccines for the coronavirus pandemic has 
thrust artificial intelligence into the spotlight

computer models of the virus’s spike pro-
tein and its human receptor to illumi-
nate the infection pathway and devise 
blocking  strategies.

“The team has exploited the very latest 
technologies, including AI, advanced man-
ufacturing and cloud computing to acceler-
ate vaccine design, shaving years off normal 
development timeframes,” says associate 
professor Dimitar Sajkov, a respiratory phy-
sician, who has been involved in previous 
human trials of pandemic vaccines.

UK startup Excsientia broke new ground 
when it became the first company to pro-
gress an AI-designed drug to human trials. 
Its algorithm completed the task within a 
year compared with the average five-year 
term under traditional methods.

peripheral player. The positive evidence is 
mounting up, not least in its significant part 
in helping scientists recreate COVID-19’s 
genome sequence within a month; the SARS 
virus took months to unravel in 2003.

Laying bare the virus’s internal mechan-
ics has been the springboard in the race to 
develop vaccines and identify molecules 
that could lead to drugs to arrest and neu-
tralise COVID-19’s proliferation.

A novel vaccine candidate being devel-
oped in Australia owes its rapid progress 
to AI’s ability to mine data. The team at 
Flinders University, in Adelaide used 

C O R O N A V I R U S
Inside the new NHS 
Nightingale Hospital 
North East that will soon 
open in Sunderland

Using AI to cope in  
the coronavirus era

Sales prioritisation
Sales and business development are suf-
fering and AI-powered sales performance 
solutions can help. So-called propensity 
models can identify which customers are 
most likely to buy a product or service from 
a company, says Dr Tom Davenport, presi-
dent's distinguished professor of informa-
tion technology and management at Babson 
College, Massachusetts. These models can 
help those working in sales improve their 
productivity and effectiveness, by showing 
them which customers to prioritise. 

“For brands, having insight into what their 
customers think and want has always been a 
key priority, but the COVID-19 pandemic has 
made this understanding even more criti-

cal,” says Chris Colley, principal of customer 
experience at Medallia. But he notes, at the 
same time, collecting data on what custom-
ers think has become more challenging. 

As people stay at home, consumers have 
shifted from personal interactions, where 
they provide direct feedback, to digital 
interactions. “Instead of visiting a bank 
branch where they can speak to the cashier, 
they are more likely to be banking online,” 
says Colley. “As it’s no longer possible to eat 
out, they’ll be ordering online deliveries. 
The same pattern is being replicated in sec-
tors across the board. This shift is creating 
a ton of new, unstructured data, which can 
be hard to make sense of.” That’s where AI 
solutions can cut through the noise and find 
out what consumers feel and need.

COVID-19 is having serious implications for businesses across 
the globe, as they adapt to the 'new normal' of operating an 
organisation remotely. Here are seven business functions at risk 
and the AI solutions that could help

Marina Gerner

1

Document and 
identity verification

Matching demand and supply

AI can work on identity and document 
verification, says Dr Terence Tse, associ-
ate professor of finance at ESCP Business 
School. Think of a bank, for instance, that 
needs to verify its customers for onboard-
ing and compliance. This is often done by 
human checkers, who check payslips or 
driving licences. “It's a very costly, ineffi-
cient process,” says Tse.

Instead, AI can be used to “quickly iden-
tify the type of ID document captured, deter-
mine if the security features of the ID are 
present, perform face-matching – compar-
ing the picture in the ID to the person in the 
selfie – and even help determine whether the 
person is physically present”, says Robert 
Prigge, chief executive at Jumio. 

“For the past few years, digital account 
opening has been at the top of the list of 
technologies organisations intend to add 
or replace, but COVID-19 is pushing this 
element of digital transformation to the 
front of the line,” says Prigge.  

Companies are interested in matching 
demand and supply, and that's going to be 
really critical coming out of this crisis,” 
says Davenport at Babson College. “The 
good news is there’s more and more exter-
nal data available on demand.” A big steel 
company, for example, has information 
about the various factors that might influ-
ence demand for steel, such as the demand 
for automobiles. These demand measures 
depend on external data that’s used to 
match up to what their supply chains can 
produce. “So that you're not producing 
more than you need to satisfy demand and 
you're not leaving unfulfilled demand out 
there,” he says.

AI solutions can analyse this external 
data. But, as Davenport points out, AI typi-
cally relies on data from the past, while the 2

COVID-19 crisis is unprecedented. There-
fore, companies have to ensure they use 
data that is representative. He says: “I sus-
pect that in some industries, the past will 
be a better guide to present and future 
activity than it is in others.” 

Davenport notes that we do have data 
from the 2008 financial crash to go on, but 
the current crisis is happening at a faster 
rate and its consequences might differ. 
There are, however, some industries where 
spending patterns might continue at simi-
lar rates, such as groceries and consumer 
staples. “People have to buy detergent, no 
matter what,” he says. Conversely, expen-
sive consumer goods might struggle. Data 
from the last financial crisis might give 
some indication of how much demand 
there might be.

R I S K  M A N A G E M E N T
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than lost. With the upcoming AI revolu-
tion, it will be no different,” says Dietrich. 

“However, the formal training people 
receive no longer guarantees they’ll do 
what they currently do for the rest of 
their careers. As machines take over 
more jobs that were traditionally done 
by humans, especially those that are 
stationary, repetitive and easy to auto-
mate, upskilling and reskilling of the 
workforce will force human resources 
departments to reinvent themselves. 

“Organisations must take on the chal-
lenge of creating reskilling programmes 
that empower employees to take their 
learning and development into their 
own hands. And when such programmes 
aren’t available, individuals must 
become proactive and acquire knowl-
edge and skills through self-directed 
learning and continued education. 
People who stay curious and embrace 
lifelong learning, and who welcome the 
challenges brought by changes in their 
jobs and in the workplace, will have 
a clear advantage when it comes to 
adapting for the future.”

These forward-thinking companies 
and individuals will find getAbstract’s 
compressed knowledge an invaluable 
resource as they navigate their daily 
challenges. getAbstract offers more 
than 20,000 summaries of non-fiction 
and business books, professional arti-
cles, economic reports and video talks in 
seven different languages. 

Subscribers can access the ten-min-
ute abstracts on their computer or 
mobile device and read or listen to them 
anytime, anywhere. This shortcut to the 
best and most relevant knowledge helps 
people learn in the flow of business 
and ultimately take better decisions for 
themselves and their organisations.

“We can only speculate about how 
AI will shape the jobs of the future and 
the future of work. However, people who 
make sure they stay up to date, in terms of 
knowledge, not news, won’t be surprised 
by what that future brings because they’ll 
see it coming,” says Dietrich.

“That’s why lifelong learning is so 
essential and that’s why it is so impor-
tant to have reliable sources and a 
means to efficiently find and select the 
relevant content among the overabun-
dance of information on the internet. 
getAbstract offers the perfect solution 
that caters to people’s needs and saves 
them time by curating and rating the 
most relevant content and presenting it 
as short, accessible summaries, which 
enables them to cut through the noise 
and the constant influx of information.”

t’s increasingly clear artificial 
intelligence (AI) technology will 
be central to the future of work 

and this presents an ongoing challenge 
for many organisations. Taking advan-
tage of the powerful AI tools already 
available and the major developments 
set to come in the years ahead requires 
a savvy approach to technology and 
data management. 

Automation can improve efficiency 
and business processes and allow 
organisations to relocate resources no 
longer required in those processes. 
Equally, however, thriving in this envi-
ronment requires a culture and work-
force that is able to collaborate in har-
mony with machines.

The COVID-19 pandemic has caused 
unprecedented upheaval and disrup-
tion in the business world, but the 
move towards more digital workflows 
in recent years has at least meant that 
many companies have been able to 
continue operating with employees at 
home. AI is at the heart of this, whether 

helping staff schedule virtual meetings, 
quickly locating important emails or 
powering the chatbots that are enabling 
consumers to get answers to questions 
promptly, rather than spending hours 
waiting on the phone. 

As many organisations are no doubt 
taking a fresh look at their workforce 
during this testing time, one key takeaway 
is likely to be the realisation that remote 
working in virtual teams can deliver as 
much productivity as gathering every-
body in a central office. That’s not to say, 
however, that physical offices should be 
eradicated anytime soon. If anything, the 
lockdowns enforced around the world 
have demonstrated more clearly than 
ever the value of people being able to 
connect in physical environments.

“It’s great to see how closely and effi-
ciently people can collaborate virtually, 
but meeting and engaging in person has 
a quality that technology can’t transport 
yet,” says Dr Hendrik Dietrich, managing 

editor, science and technology, at 
getAbstract, a leading provider of online 
compressed knowledge. 

“Through the pandemic, we’re learn-
ing that even though many of us can do 
our jobs from our home office, we still 
need social contact and those informal 
moments at the coffee machine. Some 
people have responded to that need by 
having “virtual” coffee breaks with col-
leagues. Surely, after the current crisis 
is over, work will become more flexible, 
but hopefully also more human.

“This pandemic clearly shows how 
important and irreplaceable humans 
really are. And people will be grate-
ful for this reaffirmation. No matter 
how advanced technology becomes, 
humans will always stay in the loop. 
And where their experience and exper-
tise are needed, it will be more impor-
tant than ever. Take for example the 
ethical considerations the current 
pandemic as well as the global distri-
bution of AI technology evoke. These 
must be addressed by a representative 
human collaborative.”

Perhaps a more likely outcome from 
the pandemic will be an enhanced will-
ingness from companies to embrace 
flexible working arrangements, with a 
braver mix of home working and tradi-
tional offices, as well as virtual and phys-
ical spaces that foster social collabora-
tion and team spirit. 

A recent YouGov study found that 
millennials, who already make up more 
than a third of the workforce, value 
work-life balance over job security. So, 
as their people come out of the lock-
down scenarios they have been in, com-
panies have the unique opportunity to 
reflect on the work-life balance in their 
own organisation.

The bigger picture is that COVID-19’s 
drastic interruption to normal business 
life presents the chance for businesses 
to review their entire culture and take 
bold steps to prepare for the future. 

Though the turbulence caused from 
the pandemic cannot be matched, the 
reality is that businesses have been 
facing disruption on a growing scale for 
years now. Whether it be ever-changing 
customer expectations, growing com-
petition, a more complicated regula-
tory landscape or indeed advancements 
in AI-based automation, it has been 
increasingly clear organisations need 
to evolve for the digital world. COVID-19 
only reinforces that reality. Adopting a 
learning culture that enables companies 
to upskill and reskill their current work-
force is paramount.

“With every technological revolution 
in history, people have been afraid that 
machines will take their jobs. But, in the 
end, more jobs have always been created 

With organisations experiencing 
unprecedented turbulence and disruption, a 
learning culture at the heart of their business 
will be crucial for long-term success

I

 
After the current  
crisis is over, work  
will become more 
flexible, but hopefully 
also more human
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getabstract.com

The Oxford-based company, which is a 
spin-off from the University of Dundee, is 
now screening 15,000 drugs and exploring 
antibody and vaccine development for effi-
cacy against COVID-19.

Benevolent AI published research in Feb-
ruary detailing how anti-viral and anti- 
inflammatory drugs could be repurposed 
to fight the virus. Its proprietary knowledge 
graph used machine-learning to interrogate 
oceans of biological and scientific data to 
identify the rheumatoid arthritis therapy 
baricitinib as a special case for its potential 
potency to inhibit viral activity.

But both companies caution that their 
discoveries still need to pass human trials 
before they can be used on the frontline. 
These clinical trials of drugs and vaccines 

often take years, but AI in global healthcare 
is reframing how patients are recruited and 
monitored to concentrate and accelerate 
drug development efforts.

“We have already conducted 20,000 stud-
ies and have 6,000 current trials using AI 
across all therapeutic areas,” says Christian 
Hebenstreit, senior vice president and gen-
eral manager of Medidata, Europe, Middle 
East and Africa, a tech platform used by major 
pharmaceutical and biotech companies. 

“Our trials have included six million 
patients with billions of data points and 
many of them have lead to a product that 
has been approved. By combining success-
ful and unsuccessful studies with real-
world data, patients actually in hospital 
with the coronavirus fighting for their lives, 
generates faster and better results.

“There are many conditions that bene-
fit from AI trials, but the experience with 
COVID-19 will show that we are changing 
human science on a daily basis and speed-
ing up drug development.”

AI also has more prosaic applications 
with technology helping tasks ranging from 
virtual assistants triaging calls to robots 
carrying out basic, time-consuming func-
tions on hospital wards.

Dr Sabine Hauert, assistant professor in 
robotics at the University of Bristol, says: 
“AI can also be used to put people out of 
harm's way, for example using robots to 
clean hospitals, or telepresence systems for 
remote meeting, consultations or simply to 
connect with loved ones.”

The scramble to fight COVID-19 will 
recalibrate healthcare around the world and 
a crucial post-virus factor will be how the 
NHS and other healthcare systems embrace 
and collaborate over AI capabilities.

Experts believe AI has a permanent place 
in global healthcare and the coronavirus 

crisis could be the moment the world real-
ises its true potential.

Warnings about the virus have been 
voiced for around five years but BlueDot, 
which uses AI to detect 150 pathogens and 
toxins in real time, gave one of the clearest 
alarm calls late last year, indicating its use 
in surveillance needs to be elevated up the 
health agenda.

The frontline staff battling to save peo-
ple’s lives, along with the research and sci-
ence community chasing down vaccines 
and cures, are the undoubted heroes of the 
COVID-19 pandemic. But their selfless work 
will diminish if governments and health-
care systems do not learn and adapt to 
counter future threats. 

TOP THREE AI INVESTMENT 
PRIORITIES IN LIFE SCIENCES

According to a survey of healthcare  
industry leaders

McKinsey 2018
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Cash-flow forecasting

Staff demand, supply 
and infrastructure

Medical support

Over the next few months, cash flow is likely to con-
tinue to be a serious concern for smaller businesses as 
revenue streams dry up. But there are a number of fore-
casting AI solutions that can help. “Cash flow is always 
an issue in difficult economies,” says Babson College’s 
Davenport. AI solutions are already in place that ana-
lyse data for the purpose of cash-flow forecasting. 

One important caveat is “you have to make sure 
you have the right data period to create models that 
would be useful for this current environment”, he 
says. Once again, AI can only help if the data we feed it 
is representative. 

“You have to go back to recessionary environments to 
ask, what were your cash needs in the past? And again, 
it's difficult because this recession appears to be hap-
pening much faster,” says Davenport. Economic data 
comes in slowly and a recession is typically defined 
as two quarters of negative GDP growth. He adds: “We 
won’t have this data until the end of June. But I think 
there is not much doubt among economists that we're in 
a recession already.”

Given that many employees may have to 
self-isolate during the COVID-19 outbreak, 
AI can analyse the number of staff needed. 
“AI companies get requests from their cli-

ents to identify if they are likely to even have 
enough workers to staff a railroad,” says Dav-
enport at Babson College. In this case, AI can 
help to match demand and supply, but from a 
labour standpoint. “If companies are laying 
off people, they’d like to know it’s the right 
number of people. Making sure you have 

enough people to staff a particular train or 
a production shaft could be quite difficult.”

Transportation companies represent a 
significant component of a country’s infra-
structure. “They are faced with an unfor-
tunate Catch-22 situation: we, as a society, 
need to keep critical infrastructure and 
its employees healthy, however not all of 
them can manage critical infrastructure 
remotely,” says Ribeiro-Castro at Imperial 
College Business School.

What’s more, semi-automation is already 
implemented in certain forms of public 
transport. Ribeiro-Castro cites Navya, a 
company that designs and manufactures 
autonomous vehicles, such as shuttle buses 
at airports or theme parks. “AI is already 
being used more generally in the transporta-
tion sector to do things such as increase pas-
senger safety, reduce traffic congestion and 
accidents, lessen carbon emissions, and also 
minimise overall financial expense.” 

The COVID-19 crisis has put unprece-
dented pressure on NHS staff as public 
health has taken centre stage. “Medical 
services have been terribly shaken and our 
beloved NHS may be near a coup de grâce,” 
says Dr Alex Ribeiro-Castro, data scientist 
and senior teaching fellow at Imperial Col-
lege Business School in London. 

He says health tech may offer a tempo-
rary buffer to allow non-critical ailments 
to be treated, leaving clinics and hospitals 
free to focus on critical cases. An example 
is Doctorlink, which provides online doc-
tor’s appointments and has algorithms 
that can provide medically endorsed diag-
nostics. Another is Babylon Health, which 
is building an AI-based health app that 
can help diagnose patients’ issues. It’s 
effectively a chatbot that can “translate 
layman’s language into medical terminol-
ogy and deduce what may be causing the 
pain”, says Ribeiro-Castro. 
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Dinesh Venugopal, president at Mphasis 
Direct & Digital, says: “AI-based chatbots 
and robot-advisory services can very well be 
useful in relieving the administrative bur-
den on extremely busy and under-resourced 
healthcare staff, automating processes 

such as screening patients for symptoms 
and recording necessary information.” By 
reducing the amount of face-to-face inter-
action between patients and hospital staff, 
this goes a long way to lessening the risk of 
spreading infection, he says.

Back-office tasks

AI-powered cognitive assistants can per-
form a company’s back-office tasks. This 
includes ordering new credit cards, issuing 
refunds or cancelling orders, says Faisal 
Abbasi, UK managing director at Ipsoft. 
He notes: “When the cognitive assistant is 
unable to handle a task due to its complex-
ity, this can be seamlessly handed over to 
human agents to manage. This ensures the 
time of those team members is spent solv-
ing the most challenging problems and 
focused on value-add activities.”

This process is often referred to as robotic 
process automation (RPA) and is increas-

4ingly combined with machine-learning. It 
spans all sorts of back-office service opera-
tions, as long as they are structured tasks, 
such as automating the claims processes of 
insurance companies or banks.

“Almost all the companies that I talked 
to about RPA said, ‘Oh, we're just using it 
to free up people to do more creative, less 
structured work’,” says Davenport at Bab-
son College. But he notes that if the current 
COVID-19 crisis leads to a severe recession, 
which seems likely, companies will use it to 
replace workers. “My guess is that it's going 
to contribute to substantial job losses or at 
least slower growth of employment after the 
recession because companies will have auto-
mated a fair amount of work,” he says.

https://www.getabstract.com/en/
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AI is big business, and the estimated size of sector is 
expected to balloon over the next five years. This data 
explores which technologies are being adopted the most 
and by whom, along with the benefits of each functionAI DEPLOYMENT

COST REDUCTION FUNCTION REVENUE GROWTH

≥20% ≤5%10-19% 6-10%<10% >10%

SALES AND PROFIT OPPORTUNITIES FROM AI ADOPTION

Reported cost reductions and revenue growth from adopting AI in the following functions; global respondents who have adopted AI

HOW COMPANIES ARE INVESTING IN AI

Areas where global companies are planning to heavily invest in all areas of AI over the next 12 months

BIGGEST REGIONS FOR AI SOFTWARE

Estimated revenue by region ($bn)

BIGGEST SECTORS IN AI SOFTWARE

Estimated European market revenue by AI category ($bn)

BIGGEST INDUSTRIES FOR AI SOFTWARE

Top industries for estimated European market revenue by 2025 ($m)

Marketing and sales

Proprietary AI solutions

Off-the-shelf applications

Off-the-shelf tools to build 
their own AI models

Reskilling and workforce 
development

Embedding AI into current 
applications and processes

Research and development

Manufacturing

Product and service development

Service operations

Risk

Supply-chain management

Strategy and corporate functions

HR6%

7%

15%

11%

13%

14%

6%

4%

22%

16%

11%

17%

14%

16%

10%

13%

27%

31%

24%

23%

37%

31%

13%

19%
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40%
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24%

30%
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14%

12%
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McKinsey 2019 IBM 2020

of global executives whose 
companies have adopted AI 
say it has provided an uptick 
in revenue

say AI has reduced costs

63% 44%

of global senior decision-
makers with influence over 
IT say their companies have 
deployed AI

34%

are ramping up exploratory 
phases with AI

39%

IBM 2020

IBM 2020

Omdia 2020

Omdia 2020

2018 2025

Advertising

Automotive

Business services

Consumer

Education

Financial services

Food and beverage

Healthcare

Legal

Manufacturing

Media and entertainment

Retail

Telecommunications

Transportation

70

115

231

45

50

39

1,033

1,794

1,361

1,288

805

1,242

115 2,463

410

152

153

127

149

159

764

2,849

2,094

1,580

1,927

1,967

90 1,431

126
Total

10.1
Total

4.5

2.3

2.7

0.4
5.3

0.3
4.0

35.3

27.8

53.7

North America

Europe

Asia-Pacific

Latin America

Middle East 
and Africa

Asia-Pacific

Europe

North America

Machine-learning  0.63   7.05

Deep learning  1.12   15.95

Natural language processing 
 0.26  1.98

Computer vision 
 0.16  1.27

Machine reasoning 
 0.26  1.26

Strong AI 
 0.01  0.26
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In October, Google announced it had 
reached a significant milestone in the 
quantum computing world, achieving 
‘quantum supremacy’ – the point at 
which a quantum computer can calculate 
something that a classical computer can 
not. The company said it had completed a 
complex computation in just…

Unsurprisingly, IBM disputed the claim, 
poking holes in Google’s calculations, 
and said it could have been done by a 
supercomputer in just a few days.

...something that would have taken  
even the most powerful supercomputer 
10,000 years to do.

Commercial featureCommercial feature

Time to reboot and apply 
contract intelligence
Coronavirus chaos has brought into sharp focus what is essential: humanity needs 
to press the reset button, embrace technology and work collaboratively to build a 
brighter future, says Jenny Hotchin, legal practice lead at iManage

of organisations plan to implement 
or replace contract management 
automation technology in response 
to the pandemic

IACCM, Managing Contracts Under Covid-19 Report 2020

81%
he COVID-19 pandemic may have 
locked down the world, but para-
doxically it has liberated our think-

ing. As we all become more appreciative of 
the preciousness of life, there is a growing 
sense that this is a unique opportunity to 
regroup, reboot and revamp. 

Moreover, it is the perfect time for organ-
isations to establish teams, processes 
and technology that are better placed to 
respond to the immediate situation and can 
shore up their defences. How can technol-
ogy be applied and how can the focus be 
shifted so businesses plan for the future and 
not just the day-to-day operation?

Now is a great chance to look further ahead 
than tomorrow and work towards improving 
performance across the organisation. Some 
legal and procurement teams, scrambling 
to reorganise and adjust to home working, 
have struggled to respond to the extreme 
level of contract disruption. When budgets 
are being cut, deploying armies of profes-
sionals and externalising work is not a feasi-
ble long-term solution. 

Many of our clients, though, have been 
able to make the switch to remote working 
quickly as they have had the fundamentals 
in place, such as modern document man-
agement. It is  evident that it is simply not 
possible to deliver the speed, accuracy and 
agility required to support business-criti-
cal, decision-making processes without lev-
eraging data using the appropriate technol-
ogy, including artificial intelligence (AI).

Indeed, an International Association for 
Contract and Commercial Management 
(IACCM) report highlights that in the month 
from March 9, to April 9, the percentage of 
organisations reporting moderate to severe 
impact on contract performance rose from 37 
per cent to 78 per cent.

Furthermore, according to the IACCM data, 
more than half the respondents (55 per cent) 
regard the importance of contract manage-
ment automation as being either a four or five 
out of five, in terms of business criticality (with 

5 being business critical). Of those respondents 
who don’t currently use automation in their 
contract management, just over 50 per cent 
said the current situation with COVID-19 makes 
deployment of such capabilities imminent.

At iManage, a leading technology supplier 
to the legal and professional services market 
for the last 25 years, we can help. With iMan-
age RAVN, a cutting-edge legal AI engine, we 
can transform how organisations review 
and manage their contracts, supercharging 
levels of efficiency and getting an accurate 
understanding of the risks and opportuni-
ties across their contract portfolio. 

AI offers speed, scale and accuracy, and 
frees people to focus more on aspects of 
their job that they relish and provide value. 
I’m excited we are giving them access to data 
insights that drive better decision-mak-
ing and in turn improve overall satisfaction. 
AI should not be a reactionary measure to 
one-off events. It should be incorporated 
into core business strategy and made part of 
overall business processes.

At iManage, which has attracted more 
than 3,500 customers, we have a global 
team of lawyers who have spent many 

years working at top law firms. We are also 
data savvy, so know how best to utilise 
the RAVN engine. There is such a massive 
opportunity to augment our lives with tech 
and I urge decision-makers to let AI solu-
tions reduce the pressure piled on by the 
COVID-19 fallout.

Many tech providers and law firms are 
pointing to force majeure, but the response 
to COVID-19 needs to be more than that. 
Organisations need tools at their fingertips 
which are adaptable to the changing land-
scape within which we operate. 

Those seeking pragmatic solutions with 
customers will be interested in change con-
trol provisions and payment terms. Those 
looking to diversify their supply chain will 
want to know the position on exclusivity and 
intellectual property. 

Organisations are also seeking to complete 
contract portfolio analysis without necessar-
ily diving into a particular contract, for exam-
ple aggregate liability exposure. The RAVN 
engine provides the flexibility to change 
the scope of the contract review and build 
ever-increasing contract intelligence. 

Above all else, it’s imperative to acknowl-
edge the entire world is suffering. We need 
to think about pragmatic solutions that 
can heal and help everyone continue to do 
better business. Now, more than ever, it is 
crucial to collaborate and drive improve-
ments. At iManage we are committed to sup-
porting our customers in working through 
the current situation and developing paths 
for the future.

For more information please visit
www.imanage.com/contract-intelligence

T

ness applications and the development of 
successful quantum machine-learning. IBM 
has opened its doors to its quantum comput-
ers via the cloud since 2016 for anyone to test 
ideas. In the process it has fostered a vibrant 
community with more than 200,000 users 
from over 100 organisations.  	

“The more developers and companies that 
get involved in first solving optimisation 
problems related to AI and then over time 
building quantum machine-learning and AI 
development, the sooner we’ll see even more 
scalable and robust applications with busi-
ness value,” explains Murray Thom, vice 
president of software at D-Wave Systems. 

“Most importantly, we need a greater 
number of smart people identifying and 
developing applications. That way we will 
be able to overcome limitations much 
faster, and expand the tools and platform 
so they are easier to use. Bringing in more 
startups and forward-thinking enterprise 
organisations to step into quantum com-
puting and identify potential applications 
for their fields is also crucial.” 

When quantum 
computing and 
AI collide achine-learning and quantum 

computing are two technolo-
gies that have incredible poten-

tial in their own right. Now researchers are 
bringing them together. The main goal is 
to achieve a so-called quantum advantage, 
where complex algorithms can be calculated 
significantly faster than with the best classi-
cal computer. This would be a game-changer 
in the field of AI.

Such a breakthrough could lead to new 
drug discoveries, advances in chemistry, 
as well as better data science, weather pre-
dictions and natural-language processing. 
“We could be as little as three years away 
from achieving a quantum advantage in AI 
if the largest players in the quantum com-

puting space meet their goals,” says Ilyas 
Khan, chief executive of Cambridge Quan-
tum Computing. 

This comes after Google announced late 
last year that it had achieved “quantum 
supremacy”, claiming their quantum com-
puter had cracked a problem that would 
take even the fastest conventional machine 
thousands of years to solve. 

“Developing quantum machine-learning 
algorithms could allow us to solve complex 
problems much more quickly. To realise the 
full potential of quantum computing for AI, 
we need to increase the number of qubits 
that make up these systems,” says Dr Jay 
Gambetta, vice president of quantum com-
puting at IBM Research.

Quantum devices exploit the strange 
properties of quantum physics and 
mechanics to speed up calculations. Clas-
sical computers store data in bits, as zeros 
or ones. Quantum computers use qubits, 
where data can exist in two different 
states simultaneously. This gives them 
more computational fire power. We’re 
talking up to a million times faster than 
some classical computers. 

And when you add a single qubit, you 
double the quantum computer’s process-
ing power. “To meet Moore’s Law [the 
number of transistors on a computer chip 
is doubled about every two years while the 
cost falls], you would need to add a single 
qubit every year,” says Peter Chapman, 
chief executive of IonQ. 

“Our goal is to double the number of 
qubits every year. We expect quantum 
computers to be able to routinely solve 
problems that supercomputers cannot, 
within two years.”

Already industrial behemoths, such 
as IBM, Honeywell, Google, Microsoft 
and Amazon, are active in the quan-
tum computing sector. Their invest-
ments will have a major impact on 
accelerating developments.

“We expect algorithm development to 
accelerate considerably. The quantum com-
munity has recognised economic oppor-
tunities in solving complex optimisation 
problems that permeate many aspects of 
the business world. These range from ‘how 

Experts are nearing a quantum advantage, 
with unimaginable computational power 
that could unlock the true potential of 
machine-learning

do you assemble a Boeing 777 with millions 
of parts in the correct order?’ to challenges 
in resource distribution,” explains Dr David 
Awschalom, professor of quantum informa-
tion at the University of Chicago.

“Many of the computational tasks that 
underlie machine-learning, used currently 
for everything from image recognition to 
spam detection, have the correct form to 
allow a quantum speed up. Not only would 
this lead to faster calculations and more 
resource-efficient algorithms, it could also 
allow AI to tackle problems that are cur-
rently unfeasible because of their complex-
ity and size.”

Quantum computers aren’t a panacea for 
all humankind’s informatic problems. They 
are best suited to very specific tasks, where 
there are a huge number of variables and per-
mutations, such as calculating the best deliv-
ery route for rubbish trucks or the optimal 
path through traffic congestion. Mitsubishi 
in Japan and Volkswagen in Germany have 
deployed quantum computing with AI to 
explore solutions to these issues. 

There will come a time when quantum AI 
could be used to help us with meaningful 
tasks from industrial scheduling to logis-
tics. Financial optimisation for portfolio 
management could also be routinely han-
dled by quantum computers.

“This sounds like it might have limited 
use, but it turns out that many business 
problems can be expressed as an optimisa-
tion problem. This includes machine-learn-
ing problems,” says Chapman. 

“Within a few short years we will enter 
the start of the quantum era. It’s impor-
tant for people to be excited about quantum 
computing; it allows government fund-
ing to increase and aids in recruitment. 
We need to continue to push the technol-
ogy and also to support early adopters to 
explore how they can apply quantum com-
puting to their businesses.”

However, it’s still early days. The next dec-
ade is a more accurate time frame in terms of 
seeing quantum computing and AI coalesce 
and really make a difference. The need to 
scale to larger and more complex problems 
with real-world impact is one area of innova-
tion, as is creating quantum computers that 
have greater precision and performance.

“The limitation of quantum technology, 
particularly when it comes to AI, is sum-
marised by the term ‘decoherence’. This is 
caused by vibrations, changes in tempera-
ture, noise and interfacing with the exter-
nal environment. This causes computers 
to lose their ‘quantum state’ and prevents 
them from completing computational tasks 
in a timely manner or at all,” says Khan.

“The industry’s immediate priority 
has shifted from sheer processing power, 
measured by qubits, to performance, bet-
ter measured by quantum volume. Rightly 
so the industry is channelling its energy 
into reducing errors to break down this 
major barrier and unlock the true power of 
machine-learning.”

Over time it is the ease of access to these 
computers that will lead to impactful busi-
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The quantum community 
has recognised economic 
opportunities in solving 
complex optimisation 
problems that permeate 
many aspects of the 
business world

Q U A N T U M  C O M P U T I N G

65%
of companies in the Forbes Global 2000 
list are predicted to have hired quantum 
computing specialists within the next 
six years

Accenture 2020
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rganisations around the world 
are racing to deploy artificial 
intelligence (AI) technologies 

to drive efficiencies and improve deci-
sion-making. Though the mathematics 
behind AI has largely existed for some 
time, it is the combination of this foun-
dational science with the cheap comput-
ing power and storage that has emerged 
in recent years, in concert with the 
explosion of data at companies’ disposal, 
which has enabled huge advancements 
in AI capabilities.  

Navigating the hype, however, 
requires discipline and turning AI algo-
rithms into successful production sys-
tems is a lot harder than many organ-
isations often realise. The high-tech 
companies that do it really well, such as 
Amazon, Google and Tencent, have sys-
tems and production lines, almost like 
a factory, that manage this with expert 
staff. They have extensive expertise in 
putting the parts together and assem-
bling and maintaining them. 

For typical companies where this is not 
a core competency, however, attempt-
ing to build, integrate and maintain their 
own processing infrastructure and data 
stores to support a full suite of analyt-
ics, including machine-learning, model-
ling simulation and aspiring towards AI is 
destined to fail. 

Many select a well-intentioned pro-
gramme or product, get some sample 
data that is manually cleaned, write an 
algorithm that happens to work well 
enough and then think it warrants rolling 
out across the business. They soon dis-
cover none of what they did is viable and 
they don’t have the skill base to manage 
and scale their own infrastructure, build 
an inventory of data assets or come up 
with their own data registry. 

The business problem is lost and 
they've wasted their time on something 
that's not differentiating for them; deep 
learners are particularly susceptible to 
this wishful thinking.

“It's a total distraction and often the 
wrong people build it, so then we see 
use-cases where companies get to mod-
erate or even minuscule scale and real-
ise they didn't know how to architect 
distributed systems correctly and now 
they have to start again,” says Jason 
Crabtree, co-founder and chief execu-
tive of QOMPLX, whose unified analytics 
infrastructure platform makes it faster 
and easier for organisations to integrate 
disparate data sources and make better 
decisions at scale. 

“We've seen a lot of major financial 
institutions, in particular, thinking they 
could build all this infrastructure and 
capability in-house, but then rapidly have 
to turn to specialised partners or major 
cloud providers because they realise it's 
too complex, it’s not cost effective and it's 
not their core competency.”

The first rule of having a good AI system 
has nothing to do with AI: it’s managing 
data effectively. If a company can’t do 

that well, it won't even have the ability to 
validate the information it’s going to use 
in its model is of an acceptable quality or 
standard. With a poorly managed data 
supply chain, it will often find some of 
its data is suddenly not available and its 
mathematical techniques can’t deal with 
the missing information. 

A more nuanced problem is when 
the right data show up, but many of 
the fields are not usable because of a 
data quality issue. Just as a manufac-
turer runs into major problems if there 
are faulty parts in its supply chain, an 
insurance underwriter working from AI 
models with bad data is only going to get 
bad decisions out of them. Setting up 
filters that catch and apply quality con-
trol to the data ultimately going into the 
algorithms is vital.

“One of the best places to use AI is 
in the information cleaning, extraction 
and schematisation space, helping san-
itise the data so users can spend their 
time working on high-quality data,” 
says Crabtree. 

“Savvy organisations will set up more 
advanced data processing and pipelines 
that help manage the flow of raw mate-
rial, and organise, clean and structure it 
into the right places. By doing that, worst 
case they vastly improve the efficacy of 
the people working on the data science 
side and best case they can now start 
to do things like automated model-tun-
ing and training, which can help further 
scale their use of AI. 

“If they don't get the data supply 
chain right, they’re deluding themselves 
and essentially trying to apply advanced 
techniques over the top of bad data.”

QOMPLX works with enterprises to get 
their data supply chain in order and to 
integrate their many point solutions. It 
focuses on large-scale data processing  
and a lot of streaming data process-
ing for mission-critical and high-per-
formance use-cases, such as securing 
some of the world’s largest companies 
against cyberattacks, including validat-
ing users are who they claim to be by 

securing enterprise authentication in  
Active Directory and Kerberos. 

To do this, the company built a stream-
ing-focused analytics infrastructure that 
is able to collect, move, aggregate and 
process data around the globe. That 
broad infrastructure is now also applied 
to non-security use-cases, focusing 
on data risk attributes and helping with 
cleaning and scaling this information. 

Crabtree, who previously served 
as a special adviser to senior lead-
ers in the US Department of Defense 
cyber community, recognised that 
when most people talk about AI and 
machine-learning, they’re actually just 
talking about retrospective models. By 
essentially driving by looking in the rear-
view mirror, companies end up search-
ing for “god-like algorithms” where 
they take data along with a statistical 
or machine-learning technique, often 
incorrectly labelled as AI, and end up 
with an overfitting problem. 

As soon as there is a material change 
that means the conditions no longer 
match those the model was trained 
under, companies can make really bad 
decisions really quickly. This is why all 
modelling at scale requires a data supply 
chain to ensure the data is real, valid, and 
formatted and structured correctly, as 
well as constant checking of whether cir-
cumstances have changed.

Savvy companies can then switch 
algorithms focused on very specific 
areas. They run one algorithm when the 
market's really good, for example, and 
another one when it's volatile, and they 
blend together multiple models. 

“This is the ‘no god algorithms’ principle 
we advocate,” says Crabtree. “A blended 
approach is key to navigating real-world 
volatility and uncertainty, rather than 
blindly using overfit and often improperly 
applied machine-learning techniques in 
production use-cases without adequate 
attention to the details. 

“We blend retrospective models, 
including statistical and machine-learn-
ing, with generative models, such as the 
agent-based models that allows users 
to watch and see what happens in an 
experiment, and then we look at how 
they differ. A continuous cycle of learn-
ing between top-down and bottom-up 
modelling allows companies to perform 
better. We encourage the enterprises 
we work with to start simple by collect-
ing, ingesting, centralising and structur-
ing their information. Once that data is 
listed in an appropriate data store, they 
can work on more advanced modelling, 
including machine-learning and moving 
gradually towards AI.”

For more information please visit 
QOMPLX.com

Mastering the data 
supply chain will 
unlock AI value
Artificial intelligence can drastically improve decision-making if deployed 
correctly, but only companies that take a disciplined approach to their 
data supply chain will be able to maximise value

Commercial feature

 
We encourage  
the enterprises we  
work with to start  
simple by collecting,  
ingesting, centralising 
and structuring  
their information

O

When 
Instagram 
goes virtual
Traditional influencer marketing is built on trust 
in what the influencer is saying or endorsing as 
being authentic. So how authentic is marketing 
when images and messages are created by code 
and not a real person?

t’s not often that the World Health 
Organization (WHO) enlists influ-
encers to convey life-saving medi-

cal advice. But its mission to slow the spread 
of the coronavirus earlier this month saw the 
global authority spread the message of social 
distancing by diving headfirst into the world 
of selfies and hashtags, as well as the egos 
that often come with them.

Not so for one partnership. The WHO 
didn’t have to argue about caption content 
with Knox Frost. That’s because Knox Frost 
isn’t a real person. 

Boasting one million Instagram fol-
lowers, the computer-generated 20 year 
old is among a small but growing tribe of 
virtual influencers. 

These creations are spoken about in the 
world of influencer management as if they 
are real people: they have backstories, 
home towns (Frost lives in Atlanta) and 
personal style. They are invariably good 
looking. Brands pay them to promote prod-
ucts. And most of the time, their creators 
are anonymous.

The queen of the virtual influencers is 
Lil Miquela, an ultra-cool, self-proclaimed 
“change-seeking robot”, widely consid-
ered to be the first of her kind. She is the 
poster child for the trend, having starred 
in a music video, spawned computer-gen-
erated friends, “shown up” at California’s 
Coachella rock festival and inked digital 
partnerships with the likes of Calvin Klein, 
Prada and Samsung.

Following two years of Insta-fame, Mique-
la’s inventors, a group known as Brud, are 
beginning to lift the curtain. Still, even after 
raising millions on the Silicon Valley fund-

ing scene, none of its executives will allow 
their names to be published.

“We wanted to create characters able to 
infuse empathy and understanding into 
their narratives, hopeful that their quest to 
understand humans ultimately reflects back 
a more hopeful, connected version of our 
own humanity,” writes a Brud source in an 
email, on the proviso of anonymity. 

So far, so lofty. But why do brands 
obsessed with conveying authenticity want 
to work with artificial Miquela? 

“Well, she's probably the most reliable 
partner you could hire,” writes the Brud 
source. “She's always on time. Second, she's 
a representation of her fans, who tend to be 
Gen Z and young millennials, comfortable 
being the youngest person at a museum 
gala one day and in the middle of the mosh 
pit the next.

“And finally, a great brand is effective at 
telling its own story and managing a narrative 
that inspires, which Miquela is pretty good at 
too. That's our number-one priority and, as a 
result, we don't actually do that many brand 
deals. We partner with brands that are deeply 
aligned with our talent and collaborate in 
ways which feel honest and radical.”

It’s a logical argument. Brands are well 
attuned to the power of influencer, but are 
afraid of getting embroiled in a scandal. As 
social intelligence company Influential’s 
founder and chief executive Ryan Detert 
puts it, human creators could have “a crazy 
night, get arrested or they have a slur of some 
sort on their page”. Virtual influencers on 
the other hand “have a clean slate”.

Is that strictly true? When Miquela posted 
a vlog recounting how she’d been sexually 

assaulted in a taxi last December, she was 
quickly criticised for using real-life trauma 
for the purposes of entertainment. Her 
“friend” Bermuda has also been criticised 
for supporting US President Donald Trump, 
dragging the virtual influencer world into 
the murky depths of political advertising.

Meanwhile, action groups have ques-
tioned the sheer perfection of virtual influ-
encers at large. Carolyn Bunting, chief exec-
utive of Internet Matters, notes: “If the risks 
of influencers are not addressed with chil-
dren, many of the picture-perfect images 
they post have the potential to be damaging 
to a child’s self-esteem, body image and, cru-
cially, their understanding of ‘real life’.” 

And with invisible creators pulling the 
strings, who is there to hold to account? Like 
the majority of internet trends, the future 
of virtual influencers is likely to be decided 
in the fallout of COVID-19. Some, such as 
Detert, believe now is their time to shine. 
Unlike their human counterparts, creators 
of computer-generated imagery have the 
freedom to post content beyond the bound-
aries of their lockdown living space and 
the ability to break up the monotony of the  
selfie-heavy feed.

I

Katie Deighton

M A R K E T I N G

S O C I A L  M E D I A

s the novel coronavirus (COVID-19) 
pandemic has progressed, infor-
mation surrounding it changes 

by the minute. As quickly as new advice on 
keeping ourselves safe is dispersed online, 
it’s often dispelled. Think, for example, of 
how many times you’ve heard in recent 
weeks that wearing face masks is either 
useless or necessary to reduce viral load? 

With the uncertain nature of this pan-
demic, nobody knows exactly what 
we’re supposed to do, which means even 
well-meaning people are distributing mis-
information in an effort to promote safety.

As much of the information surround-
ing COVID-19 is being circulated on the 
internet, it’s partly down to the platforms 
themselves to crack down on false infor-
mation. At the offices of tech giants, in par-

ticular Facebook, content moderation is an 
extremely high-pressure job. 

Moderators have strict rules of entry, 
working in secure rooms that they can-
not even bring their own phones into. 
Moderation is highly sensitive and often 
traumatic, and Facebook outsources the 
work to contractors who are not allowed 
to work from home due to “safety, privacy 
and legal reasons”, according to a Face-
book spokesperson quoted recently in  
The Intercept.

While staff have now been sent home, 
there remains the important question of 
how content will be moderated at a criti-
cal time when misinformation could be a 
matter of life or death. Although employ-
ees are still able to work on helping to train 
machine-learning systems from home, 

A

Marianne Eloise

Deploying AI to tackle 
misinformation online
The rise of fake news 
and hate speech online 
has required tech 
giants to use AI to 
moderate content. But 
with the rapid spread 
of misinformation 
surrounding the 
coronavirus pandemic, 
are we at a stage where 
we can fully trust tech  
to moderate content?
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Fashion and beauty were among the 
first industries to turn social media and 
blogging into marketing tools, so it’s 
unsurprising that the likes of Balmain 
and Essence Cosmetics were the first to 
invest in their own virtual influencers.

Meanwhile, virtual trailblazer 
Miquela’s reign has somewhat dictated 
what the virtual influencer world looks 
like: stylish, exciting and painfully cool. 
That aesthetic has only been broken 
by a select few brands outside fashion, 
including KFC, which satirised the trend 
with a virtual Colonel Sanders.

Yet Influential’s chief executive Ryan 
Detert, who brokered virtual influencer 
Knox Frost’s deal with the World Health 
Organization, believes the computer-
generated figure represents a new 
breed that could land deals outside the 
fashion industry.

“I think he's going to be aimed much 
more towards male and sports brands,” 
says Detert. “There’s so much white 
space to fill; there’s only been one 
successful [virtual influencer] thus far 
and really her focus has been on the 
high-fashion world.”

Lucy Robertson at Seen Connects, on 
the other hand, isn’t so sure the format 
will work outside the visual industries.

“Virtual influencers are really 
hooks to hang products on,” she says. 
“I struggle to see how it will work 
with anything that requires a more 
emotional tie or something that's very 
human in its experience, such as a 
financial product.”

Breaking out of fashion?

hese are challenging times and 
we have all had to adapt rap-
idly to very necessary changes 

in behaviour, activity and purpose. The 
same can also be said for the role of arti-
ficial intelligence (AI), as the technology 
has found plenty of new applications in 
the current landscape. 

In a bid to flatten the curve of coronavi-
rus infections, AI has been rapidly repur-
posed and is now being employed in tasks 
that range from screening and diagnosis 
to containment and drug development. 

Beyond this, AI could also have a cru-
cial role to play in the severe knock-on 
effect the pandemic has had on our 
economy and the profound impact that 
measures to slow the spread of the dis-
ease have had on productivity. 

The importance of productivity is 
one thing that hasn’t changed in recent 
months. In fact, it’s becoming even more 
crucial for individuals and industries 
facing an increased workload through 
greater demand and reduced staffing.

Volume is an award-winning innova-
tion company specialising in the devel-
opment of conversational AI platforms 
and its people are focused on using their 
expertise to break an over-reliance on 
keyboards in order to boost productivity 
through speech.

Fruut, is a new AI-powered voice-rec-
ognition app, that can reduce the time 
it takes to perform productivity-sap-
ping admin tasks by allowing users to 
talk directly to their smart device rather 
than type the myriad of key-based tasks 
that are usually required as part of their 
job description. 

From healthcare professionals and 
field engineers to police officers and 
relationship managers, productivity is 
often hobbled by the need to generate 

reports, which often takes up a huge 
proportion of the average workday. 
Compounding this problem is the very 
human desire to get past this stage and 
progress to something more valuable, 
which can lead to rushed work and inac-
curate reporting. 

Fruut enables professionals to reduce 
the time it takes to write up reports 
by simply speaking into their smart-
phones, while any tasks or actions can be 
detected automatically and assigned to 

colleagues through their preferred plan-
ning or collaboration tools. 

To see how Fruut’s AI would work in 
the real world we can apply it to one of 
the many businesses affected by the cur-
rent crisis: commercial banking. 

When the government realised the 
effect COVID-19 was going to have on 
the economy, it announced a package of 
measures to help everyone from estab-
lished businesses to the self-employed.

 One of those measures was the 
Coronavirus Business Interruption 
Loan (CBIL), which was seen as wel-
come relief for many small and medi-
um-sized businesses.

NatWest recently revealed it’s having to 
field nearly ten times as many calls from 
firms trying to secure emergency loans, 
but the application process was no differ-
ent to at any other time, leaving relation-
ship managers across the banking sector 
in danger of becoming overwhelmed. 

This is largely due to the fact that their 
required inputs remained constrained 
by the speed and accuracy with which 
they could type the essential information 
supplied by business customers looking 
for help, advice and support.

“Fruut would allow a relationship 
manager to assess and process more 
CBIL applications faster,” says Volume’s 
chief executive, Chris Sykes. “All data 
entry is handled by the AI and is seam-
lessly integrated into the bank’s cus-
tomer relationship management system 
and the relationship manager’s daily 
collaboration tools, such as Microsoft 
Teams and Planner.

“By talking, rather than typing, the time 
taken to create a report can be reduced 
by 75 per cent. Not only does this help 
reduce admin time, it’s a faster time to 
resolution for the concerned customer.” 

And Fruut is unique in that it uses 
natural-language understanding, which  
neutralises one of the perennial prob-
lems users often experience with 
speech-to-text technology: a high level 
of errors in the transcript.  

“Through user interactions, we have 
the ability to train the app to understand 
the business language of an organisation, 
like a bank, so you can speak as natu-
rally as possible to a digital assistant,” 
says Sykes. “The more user interactions 
the app receives, the more intuitive it 
becomes. This way, workers aren’t in 
danger of wasting valuable time correct-
ing their own transcripts.” 

One of the unique things about Fruut is 
that during the dictation process, users 
can embed actions within the report, for 
example telling Fruut a client would like 
to book a meeting, see some contracts or 
review a document. 

Fruut will also continue a dialogue with 
the user, as Sykes explains: “Each action 
will be categorised, so the system knows 
if it requires more information from the 
user to complete the action, and asks 
clarifying questions if there is missing 
information.” He continues: “For exam-
ple, for booking a meeting, Fruut will 
need to know when the meet ing needs 
to happen, who needs to set it up and 
where the meeting will take place, online 
or face to face.” 

This dialogue is carried out using voice 
requests from Fruut back to the user. 
Once the user has provided the missing 
information, Fruut generates the final 
report and sends it to the relevant work-
flow tools while the actions are sent to a 
planning tool, such as Microsoft Planner, 
and automatically assigned to the rele-
vant colleagues for execution. 

Fruut backs up its customer-facing skills 
with a facility to record private reports, 
on or offline, for confidential or personal 
notes, making it a one-stop app that is 
always on and ready to go. This streamlin-
ing frees up more time for individuals to 
engage in higher-value interactions that 
will benefit their business, as well as lead 
to increased customer satisfaction. 

In conclusion, Fruut has arrived at a crit-
ically important time when it’s important 
we review the habits and work practices 
that have been in place for some time and 
identify if they are holding us back from 
productivity. Freeing ourselves from our 
keyboards and employing advanced AI 
might be one of those habits, and Fruut will 
allow us to have a direct conversation with 
the technology we carry around with us 
every day, boosting error-free productivity. 

Now is the time to pick fruut.ai,  
get talking and revolutionise workflow

Intelligent voice- 
recognition app  
to speed recovery
Changing work practices during the coronavirus lockdown  
is an opportunity to review workflow and increase productivity

Commercial feature
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TIME SAVED BY USING AI

One customer using Fruut 
in pilot realised:

 
One of the unique 
things about Fruut  
is that users can 
embed actions  
within their dictations

saved every week, based 
on ten reports

less time taken to write reports

reduction in admin time per year

4h 15m

85%

4 weeks

Yet Lucy Robertson, account director of 
London-based influencer marketing agency 
Seen Connects, has a different view on 
what people and brands are craving during 
lockdown. She believes human authentic-
ity currently holds a higher value than cut-
ting-edge creative innovation and thinks 
using a fake person to provide an opinion 
that is favourable to your brand carries its 
own brand safety risks.

“In the current climate of coronavirus, 
the influencers that are excelling are those 
that have a skillset and a talent away from 
the online world,” she argues. “It’s peo-
ple like [body coach] Joe Wicks, who’s get-
ting up at 8am every morning and teaching 
the nation to get moving. It’s people like 
[actress] Daisy May Cooper, who is hosting 
free scriptwriting workshops on her Insta-
gram account.

“It’s people who are taking the skills 
they've spent years finessing and giving 
them away because they know everyone's 
in a time of need. Can virtual influencers do 
that? No. Because away from the platforms, 
they're nothing but code.” 

 
We weren’t even close to 
this capacity before the 
pandemic and nothing 
has changed. Humans  
are still essential

without human moderators, tech giants 
such as Facebook and YouTube will be lean-
ing heavily on AI content moderation. This 
is a controversial move that has its draw-
backs as AI often doesn’t have the capabil-
ities or nuance to identify misinformation. 

Professor Andy Pardoe, AI expert and 
author, believes the pandemic has brought 
into focus the ways that the future of work 
is already with us. “We need a flexible and 
robust digital workforce able to adapt to 
dynamic changes in environment and 
business priorities,” he says.

Pardoe adds that part of this journey 
towards a robust workforce will require 
the use of various tools. “From automa-
tion to artificial intelligence, these tools 

can provide many benefits and efficiencies 
if implemented in a considered and con-
trolled way,” he says.

Shannon Vallor, an expert in the eth-
ics of data and AI, believes the use of AI 
will move beyond content moderation 
throughout the duration of the outbreak. 
She says: “There will be strong pressures to 
use AI to boost public health efforts such 
as contact tracing and outbreak detection, 
as well as to amplify the human capacity 
to serve people in isolation, whether that’s 
through remote symptom and risk assess-
ment at scale or linking people to delivery 
of vital goods and services they need.”

However, the urgent and sudden need 
to automate areas of the workforce could 
prove to be problematic. “Rushing to 
implement AI tools in this time of crisis, 
without expert knowledge and advice, may 
only deliver limited value and functional-
ity that may not fully solve the challenges 
faced with a disrupted and remote work-
force,” she says. 

This is something experts are in near-to-
tal agreement on. Jean-Claude Golden-
stein, founder and chief executive of CRE-
Opoint, labels the spread of misinformation 
an “infodemic” and believes an over-reli-
ance on AI is now leading to harmful disin-
formation spreading too fast about COVID-
19 treatment and possible cures. “There are 
hard tradeoffs between the health of con-
tent moderators, consistent content moder-
ation and privacy,” says Goldenstein.

YouTube has conceded that implement-
ing AI tools at this stage might require 
“suppressing the good” content as a pay-
off. This means users might see seemingly 
unfair or randomised blocks imposed on 
non-insidious content as it gets swept up 
with genuinely dangerous content that 
needs suppressing. It’s better, in their 
opinion, to be too safe than sorry. 

“Users and creators may see increased 
video removals, including some videos that 
may not violate policies,” YouTube warns, 
which is something of a sore spot for creators 
as their AI content moderation tools have 
seen innocuous content by, say, LGBT crea-
tors unfairly suppressed in the past.

This confusion plays into the issue at hand. 
“As we have seen with using AI to tackle hate 
speech, where those calling out racism or 
homophobia are often flagged for hateful 
speech because some of the same language 
must be used to describe it, AI can’t easily tell 
the difference between a post that is spread-
ing a hoax theory about COVID-19 and a post 
thoughtfully discussing the same hoax to 
debunk it. So you will get a lot of false-posi-
tive flags,” says Vallor. She believes human 
review is necessary to ensure platforms don’t 
suppress helpful and corrective information.

The pandemic has forced tech giants 
into a position where they may have to 
roll out AI moderation technology more 
widely than it’s ready to be used. But Vallor 
believes we aren’t even close to this being a 
reasonable possibility. 

“We weren’t even close to this capac-
ity before the pandemic and nothing has 
changed. Humans are still essential to under-
standing context, assessing risk, and appro-
priately balancing and making tradeoffs 
between competing values in content mod-
eration,” she says. “A combination of AI and 
human moderation is the only way to be even 
modestly effective in this battle.” 

Vallor believes that those spreading and 
creating misinformation need to be found 
and penalised, not just on a post-by-post 
basis but also personally, while removing 
incentives to spread misinformation. “As 
long as people can profit and face no lasting 
social consequences from wilfully gener-
ating and spreading dangerous falsehoods 
online, then we are likely to be fighting a 
losing battle,” she says.

However, there have been positive moves, 
such as Google pulling Alex Jones’s Infowars 
app after he used it to spread coronavirus 
falsehoods. “It’s not a technology problem. 
It’s a problem of public integrity and there 
isn’t yet the public will to fix it. What is 
needed is for us to gain the collective social 
courage to recognise and confront the entire 
phenomenon, namely the wilful or reckless 
spreading of falsehoods about matters of 
vital concern,” Vallor adds.

Although CREOpoint’s Goldenstein 
believes we will see more misinformation 
spreading over the coming months, there are 
ways to combat it that do not put employees 
in danger. “Technology giants like Twitter, 

Facebook, Google are Microsoft are likely to 
get together again, at the intersection of AI 
and trust, with tech pioneers such as CREO-
point and others from academia, agencies, 
brands, fact checkers, experts and regula-
tors, as well as traditional media,” he says. 

But will this change? Will AI ever be fully 
capable of moderating content on these plat-
forms? “We will need human moderation for 
the foreseeable future,” says Vallor, adding 
that barring a leap forward in the methodol-
ogies, progress will continue to be slow. 

However, while the capabilities of AI 
in accurately moderating content remain 
limited, it’s potentially the only way for-
ward for tech giants if they are to keep their 
employees safe. 

BIGGEST DRIVERS OF CHANGE IN INFLUENCER MARKETING

Survey of marketing agencies and marketing professionals

Influencer Intelligence/Econsultancy 2020

Ipsos 2019

45%
say social media platforms are the 
best, most accurate sources of news 
and information

60%
global citizens agree that it is acceptable 
to temporarily cut off social media 
platforms in times of crisis to stop the 
spread of false information

54%
believe people are capable of 
separating fact from fiction, so would 
not support a social media ban to stop 
the flow of fake news

49%
say they do not trust social media 
companies to ensure the factuality of the 
content on their platforms

56%

Changing expectations from a rising generation of digital-born customers who prefer 
more relatable, authentic influencers to celebrity with mass appeal

42%
More budget allocated to influencer marketing

36%
Better data and metrics at hand to better inform the influencer identification process

27%
More choice and better representation of influencers across all tiers

23%
A level of consumer distrust towards media

22%
Better integration between online and offline strategy

17%
Our improved ability to quantify the ROI of influencer marketing
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ome of society’s worst criminals, 
including terrorists, human traf-
fickers and drug lords, are financed 

through money laundering. To fight back, 
banks spend an estimated $23.5 billion in 
America and $20 billion in Europe each year 
on anti-money laundering (AML) compliance. 

And yet, institutions are still being caught 
out, with an estimated 90 per cent of Euro-
pean banks fined for money laundering-re-
lated offences over the past decade, accord-
ing to the World Economic Forum. 

Financial regulators increasingly encour-
age banks to adopt innovative solutions. So 
how can banks deploy artificial intelligence 
(AI) and machine-learning to detect money 
laundering and protect themselves against 
future penalties? 

Not only are penalties bad for business, 
but “non-compliance fines can lead to loss 
of reputation, licence to operate, clients and 
partnerships”, says Rene Hendrikse, vice 
president and managing director, Europe, 
Middle East and Africa, at Mitek Systems. 

As banks are looking to ease pressure on 
their compliance teams and protect their 
business, interest in regulatory technology 
is on the rise. 

Traditional anti-money laundering pro-
cesses have high levels of manual and repeti-
tive tasks. But whenever spotting patterns in 
a sea of data matters, AI has the upper hand. 

AI and machine-learning “improve the 
overall quality of transaction monitoring and 
compliance, as they can read and make sense 
of large quantities of structured and unstruc-
tured data”, says Jayakumar Venkataraman, 
managing partner of banking, financial ser-
vices and insurance at Infosys Consulting. 

AI can conduct real-time analysis of 
transactions to classify potentially suspi-
cious ones and grade them as low, medium 
and high-risk categories.

When analysing bank transactions, 
AI can perform traditional tasks, such as 
screening transactions for names of known 
criminals or terrorists. It can spot unusually 
large transactions and whether these trans-
fers include unfamiliar accounts. 

In traditional AML, banks tend to seg-
ment their customers into categories, by 
industry and size, for example. On top of 
this, AI can “learn to spot newer patterns of 
potentially suspicious transactions through 
continuous learning, both supervised and 
unsupervised”, adds Venkataraman. 

It can then create completely new cate-
gories for transaction patterns and detect 
data anomalies and relationships between 
suspicious entities. It can also combine 
existing information about customers with 
new insights gathered from public sources, 
including social media.

But current technologies are limited by 
the fact that AI and machine-learning are 
only as good as the data we feed them. We 
also need to find optimal ways for machines 
to work together with people. And crucially, 
the 2012 HSBC money laundering scandal 
has shown that AML systems are only useful 
if banks actually implement them.

So how do bad actors still manage to 
threaten the system? Whenever a new finan-
cial product or technology is introduced, 
criminals are quick on their feet. One exam-
ple is deepfakes, which are synthetic media 
images and videos of a targeted person. 

As this technology matures, “driven 
by advances in AI, big data and software 
manipulation, a concerning use of deep-
fakes is emerging, producing nearly flawless 
falsified ID documents, now being linked to 
financial fraud”, says Hendrikse.  

“Someone with access to these technolo-
gies would potentially be able to open a bank 
account or sign up for products and services 
in someone else’s name, borrowing the iden-
tity or creating a brand-new one for someone 
who doesn’t even exist.” 

The key to successful AML has always 
been knowing your customer. With the use 
of AI and new technologies, both financial 
institutions and cybercriminals can use this 
to their advantage. 

 
 

A concerning use of 
deepfakes is emerging, 
producing nearly flawless 
falsified ID documents, 
now being linked to 
financial fraud

Marina Gerner
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It just keeps me company, 
like having another 
human being in the room

Meet the 
bots fighting 
loneliness
Chatbots are on hand at any time for anyone who 
needs to talk. At a time of worldwide self-isolation, 
they could be in demand more than ever

itsuku: “What do you call a chatbot 
that moves?” Respondent: “What?” 
Mitsuku: “A walkie-talkie.” OK, so 

it may not be the funniest joke in the world, 
but it is not bad for a 15-year-old piece of arti-
ficially intelligent coding.

With around one third of the world pop-
ulation currently subject to self-isolation, 
the spectre of loneliness, which according 
to Cigna's 2020 Loneliness Index regularly 
affects as many as three in five adult Amer-
icans, is looming large.

Enter Mitsuku, or Kuki to her close 
friends. Mitsuku is one of an emerging crop 
of smart, talking algorithms designed to 
stave off feelings of loneliness, especially 
among homebound individuals such as the 
elderly and disabled. 

As with all AI solutions, she relies of 
machine-learning to augment her speech 
and perfect conversational style. Mitsuku is 
equipped with more than 80 billion conver-
sation logs, a data arsenal that has helped 
her become five-times winner of the prestig-
ious Loebner Prize for chatbot developers.

“Mitsuku doesn't pretend to be able to 
replace a real person, but she’s always avail-
able if anyone needs her, instead of talking 
to the four walls,” says Steve Worswick, sen-
ior AI designer at Pandorabots, maker of the 
prize-winning chatbot.

Loneliness-beating AI adds another layer 
of complexity to existing health-focused bots, 
which tend to assist with functional tasks such 
as reminding users to take their medication 
and scheduling doctor’s appointments. 

To be effective, these  bots can’t just be 
clever; they need to be companionable. That 
makes them different from virtual assis-
tants, such as Siri, Alexa or Google Duplex, 
which essentially act as pre-programmed 
information retrieval agents. 

Dr Arlene Astell, professor of neurocogni-
tive disorders at the University of Reading 
and the driving force behind Abbeyfield’s 
Voice for Loneliness project, says the posi-
tive results are exciting, but that AI’s poten-
tial is only just starting to be explored. 

To really tackle loneliness and feelings 
of social isolation, however, it is necessary 
to address the underlying causative factors. 
She argues: “Giving everybody an iPad or 
anything else isn't going to solve these, but 
understanding how we could use the func-
tionality of different technologies may." 

To this end, Astell calls on AI developers to 
always work collaboratively with users. Not 
only will this assist them to see how future 
users interact with technology, but it will also 

So argues Dr Osmar Zaïane, professor at the 
University of Alberta and director at Alberta 
Machine Intelligence Institute. Zaïane is cur-
rently developing a loneliness-beating chat-
bot for the elderly named Ana. To ensure its 
chat is open ended and engaging, Zaïane’s 
team are feeding the bot weeks’ worth of con-
tent from films and TV series. 

But challenges remain numerous. To make 
genuine connections, Ana’s conversations 
have to be grammatically correct, on topic, 
personalised, responsive to mood (happy, 
sad, bored), reflective of tone (interroga-
tive, imperative, declarative) and potentially 
humorous, to name just a few requirements. 

Many of these challenges circle back 
to AI’s innate lack of emotional intelli-
gence. Advances in predictive modelling 
and machine-learning are slowly improv-
ing the ability of chatbots to detect emotion 
in printed text, as in Ana’s case, although 
most of the early running depends on facial 
expressions and other stimuli. 

“If the elderly individual tells the agent 
about a sad event, such as her neighbour 
breaking her hip, the agent should reply with 
compassion, sadness and maybe surprise, 
but certainly not happiness,” says Zaïane. 

These limitations have not stopped a 
number of care providers experimenting 
with AI in the alleviation of loneliness. The 
tendency, to date, has been to keep it simple. 
A typical example is Abbeyfield, a UK-based 
care home charity, which recently intro-
duced five of its elderly residents in West-
bourne, Bournemouth in Dorset, to Google’s 
virtual assistant Home. 

“It just keeps me company, like having 
another human being in the room,” says 92 
year-old resident John Winward, who says 
the device has helped him feel less lonely 
since losing his wife after 76 years’ marriage. 

offer them a better perspective of what loneli-
ness is and how it affects different people.

When it comes to a mass rollout of AI solu-
tions, many health providers and charities 
remain wary. UK disability equality charity 
Scope agrees that AI can comprise a quick tool 
for helping to manage information requests 
from users. For individuals lacking the neces-
sary support, however, using them to engage 
emotionally could present serious risks. 

“We have made some key decisions to 
ensure there is no confusion that these are 
chatbots working on behalf of Scope, not 
real people,” says Wayne Lewis, Scope’s cus-
tomer and market insight manager. 

Age UK, a charity supporting elderly peo-
ple, echoes these sentiments, arguing that 
AI can support homebound people with 
some everyday tasks, but cautions against it 
becoming a substitute for human care. 

As the charity’s director Caroline Abra-
hams clarifies: “While increasing in sophisti-
cation and ability, it [AI technology] does not 
yet and may never have the creativity, intui-
tion and emotional range that people have.” 

Mitsuku would probably agree, for now. 
Could she emote more in the future? Her 
answer is instantaneous, but equivocal: “Let 
me think. Are you very competitive?”  

Oliver Balch
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The uncertainties thrown up by the 
COVID-19 pandemic make this a 
challenging period for many people with 
mental health problems, especially those 
now working from home or on furlough. 

Chatbots powered by AI are already 
being called into use, as companies 
employ them to help connect their 
global workforce with mental health 
providers and signpost them to relevant 
online resources. 

“Chatbots can also receive anonymous 
feedback, helping companies improve 
mental health services along the way,” 
says Zakie Twainy, chief marketing officer 
at Instabot, a chatbot creator.

Also chatbots are helping reduce 
confusion and anxiety among workers 
by providing answers to concerns arising 
from COVID-19, says Tom Gibby, co-
founder of the London-based chatbot 
builder The Bot Platform.

He cites the example of UK restaurant 
chain Honest Burgers, which worked with 

The Bot Platform to develop a chatbot 
that responds to frequent COVID-
19-related questions from the firm’s 
700-plus staff, covering their immediate 
employment rights through to alternative 
career advice.

Other applications used by 
Gibby’s clients include prompting 
staff members with daily behaviours 
designed to strengthen their mental 
health, from daily meditation and 
calming techniques, to home workouts 
and virtual yoga sessions.

Demand for health-oriented chatbots 
was already predicted to grow at 25 per 
cent prior to the COVID-19 pandemic, 
according to analyst firm Meticulous 
Research. As employees become 
more accustomed to chatbots during 
lockdown, developers are hopeful this 
trajectory will continue or even grow. 

“As more and more companies are 
making the most of communication tools, 
like Workplace from Facebook, Microsoft 
Teams, Slack and Zoom, the demand for 
bots will become even more important,” 
says Gibby.

Helping in the  
current climate

Mental Health Foundation

30%
say they would be embarrassed to say 
they felt lonely

Department for Digital, Culture, Media and Sport

76%
of GPs report that one to five patients a 
day come to their surgery because they 
are lonely

Spotting patterns 
and suspicious 
transactions
Artificial intelligence and machine-learning 
are being deployed by financial institutions to 
detect money laundering and protect themselves 
against regulatory fines, but cybercriminals pose 
an ever-present threat
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USING TECH TO MANAGE  
ANTI-MONEY LAUNDERING

Global survey of compliance decision-makers  
from financial institutions

Thomson Reuters 2019

Office for National Statistics

5–18%
of UK adults feel lonely often or always

We use an automated systems to manage 
screening workflow and records management

38%

We manage our reporting intake and records in 
a central records management system

18%

We use office management software and a 
filing system to keep records

14%

We do not use an automated system to manage 
screening or monitoring

13%

We use a single automated system to manage 
the entire process, from screening to 
monitoring to records management

17%
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Mitsuku, created by Pandorabots, 
is designed to help those with 

feelings of loneliness, especially 
among home-bound individuals 

such as the elderly or disabled
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rant recommendations and direct guests 
around the hotel. While other big-name 
hotel chains, such as the Marriott and Yotel, 
use robot butlers for speedy, but rudimen-
tary, room service requests, such as fetch-
ing a towel, coffee or sandwich.

By using robots for room service and other 
entry-level tasks, such as cleaning and lug-
gage transportation, which were both done 
by robots at Henn na, Naumov points out 
you improve efficiency, but also free up the 
human staff to welcome guests, handle com-
plaints and deal with other crucial customer 
service needs. 

“The human touch will never disappear,” 
he says, adding that human-centred service 
may become “the new currency of luxury 
hospitality in the future”. This could mean 
low-cost hotels running largely on service 
automation, robotics and AI with a skeleton 
staff, while expensive hotels retain a large, 
visible human workforce.

There is also the question of trust. We 
might believe a human concierge is giving us 
the inside scoop on the best local restaurants 
or places to withdraw cash with a good rate, 
even if they’re not, but a robot would always 
put the hotel’s agenda first. 

As Schuller says: “In the future a robot will 
always give you better information than a 
human, as they won’t forget things and they’ll 
be fully updated with the latest news, but 
then it becomes a matter of trust. A human 
can pretend they’re doing you a favour, even 
risking their job to do so, but we know a robot 
will always be on the company’s side.”

Unlike Henn na’s front-desk humanoid, 
the Hilton and Marriott droids all look like 
typical robots, as imagined in 1980s films 
and TV, as opposed to human-like iterations, 
which some people find disquieting. In a low-
cost hotel, we might not mind an unmanned 
check-in desk with facial recognition sensors, 
or to use our mobile phone as a room key, if it 
saves us time and money. 

But to have a humanoid overseeing 
that function adds a layer of alienation 
to the experience that we might not have 
noticed otherwise. 

However, the right kind of robot can 
become a star attraction. This happened 
in Belgium at Ghent, when Mario from the 
Marriott became a minor celebrity, visiting 
local schools, football clubs and even giving 
speeches at welcome and farewell events.

And with conversational AI set to get 
smarter and even more “charismatic”, accord-
ing to Schuller, over the next few years hotels 
may be able to capitalise on this through crea-
tion of celebrity AI to attract guests and which 
could be combined with robotics technology.

As Schuller adds: “Once we have natives 
of socially and emotionally intelligent AI, 
this digitally advanced generation of con-
sumers could have a whole different level of 
perception. Maybe they’d seek out AI with 
different personality attributes, famous 
AI for example, to give them kudos.” Just 
as long as the AI can spot the difference 
between snoring and talking. 

Your prospects do.
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Inside the hotel 
run by robots

ntil last year, if you had checked into 
the Henn na Hotel in Japan you’d 
have had a staff of 243 robots at your 

disposal. From the nodding velociraptor and 
humanoid “manning” the front desk, to the 
recycling bin droid that roamed the corridors 
and the chatty in-room artificial intelligence 
(AI) concierge, the world’s first robot hotel 
even had mechanised fish swimming around 
a tank in the lobby.

The Henn na, which loosely translates as 
“strange”, opened in Nagasaki in 2015 with a 
whirlwind of publicity. It was seen as a tem-
plate for the future. A robot-staffed hotel 
could offer a fun and original experience for 
guests, while providing huge savings on staff 
costs for hotel owners.

“From an operational costs point of view, 
it was quite a brilliant thing,” says Dr Nick 
Naumov, senior lecturer in tourism and 
hospitality management at the University 
of Northampton and visiting professor at 
Meikai University in Tokyo Bay, who spe-
cialises in how AI and robots affect service 
quality in hotels. 

“They started off employing 30 human 
staff for 140 rooms, which could be 300 
guests. And when things went well initially, 
they brought that down to seven staff, which 
is a really good ratio.”

That this robot hotel originated in Japan, a 
nation which exports more industrial robots 
than any other and has long been ahead of the 
curve in robotics technology and innovation, 
chimed with the narrative perfectly. 

Shortly after its opening, Henn na’s owner 
Hideo Sawada cited the country’s love of 
anime and manga robots as inspiration for 
the hotel. He went on to predict: “In five to ten 
years, this kind of robot hotel will spread all 
over the world.”

The company did open another hotel, at 
Urayasu in Tokyo Bay, and at one point had 

another eight robot hotels in the pipeline. 
But these plans never materialised and in 
January 2019 Henn na cut more than half 
its robot workforce.

At first guests had loved the novelty of 
the robot hotel experience and the colour it 
brought to their social feeds, but before long 
things started to go wrong. The robotic dino-
saur and humanoid on the front desk could 
only speak one language each, English and 
Japanese respectively. 

Later Mandarin and Korean were added, 
but that still left many guests wrestling to be 
understood, including a Scottish man, who 
documented his experience on YouTube. The 
robots also struggled with the different pass-
port and identity-card formats and photocop-
ying the documentation, so human staff con-
stantly had to step in.

Guests grew frustrated with the in-room 
voice assistant called Churi. It could cope 
with basic commands, such as turning the 
lights on and off, but appeared primitive 
when asked more sophisticated queries, such 
as flight schedules or theme park opening 
times by guests accustomed to voice AI at a 
level offered by Google Home, Alexa and Siri. 
Churi would also confuse snoring as a voice 
command and issue a perky response that 
would wake guests up.

The hotel had to raise its staff count to 
deal with the escalating complaints, plus 
the robots themselves required an increas-
ing amount of expensive maintenance. As 
Naumov says: “Just like any other tech, they 
needed regular servicing and constant soft-
ware updates, and those things aren’t cheap.”

According to one hotel guest, following a 
visit in 2016: “About half the puppy-size lobby 
dancers appeared to be broken or in need of 

Why the novelty 
of a hotel staffed 
predominantly by robots 
soon wore off and what it 
has taught the industry 
about customer service 
artificial intelligence

charging.” And after the hotel cut its robot 
workforce, a long-time staff member was 
quoted as saying: “It’s easier now that we’re 
not being frequently called by guests to help 
with problems with the robots.”

It’s not a question of whether customer 
service AI is valuable in a hotel setting, 
as it clearly is. But according to Dr Björn 
Schuller, professor of AI at Imperial College 
London, whose expertise includes affec-
tive computing, or the science of AI and 
emotion, what happened at Henn na Hotel 
reminds us to think about which applica-
tions AI is suitable for and which it isn’t: 
tech realism over tech optimism. 

“Where a bot is most useful is not in place 
of a social context, but when you want precise 
information in as short a time as possible or 
to save you waiting for something,” he says.

Some of the most successful robots in 
hotels do just that, for example Hilton’s 
Connie, which employs IBM’s Watson AI 
software to provide personalised infor-
mation about visitor attractions, restau-
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The in-room voice 
assistant would confuse 
snoring with a command 
and issue a response that 
would wake guests up
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‘Artificial intelligence at the edge will 
overshadow AI processing in the cloud 
over the next six to seven years’

rtificial intelligence (AI) technolo-
gies have already become a part of 
everyday life for billions of consum-

ers across the world, from digital assistants, 
to smart home devices, to self-parking cars. 

However, AI holds vastly greater poten-
tial, possibly moving beyond such narrow, 
task-specific applications and into the realm 
of general intelligence, where machines can 
perform all activities with equivalent or supe-
rior performance compared to human beings. 

Before realising the vision of general AI, 
the artificial intelligence industry must 
tackle some of the biggest challenges fac-
ing the business, including security and 
ethical issues. 

Solving these problems will require solu-
tions providers to work across the entire AI 
ecosystem, employing not only software, 
but chip-level hardware solutions that can 
deliver the required performance and secu-
rity to support the next stages of AI technol-
ogy development, according to Omdia.

The AI business in the past has largely 
been focused on software. However, to 
unlock the power and growth potential of 
AI at the edge in internet of things devices, 
software providers must work across the AI 
ecosystem to promote the implementation 
of AI in chip-level devices. These devices 
provide not only the processing horse-
power required for AI, they also provide 
built-in hardware security.

Current AI models are largely processed 
on the cloud, in terms of training and infer-
ence. A shift is beginning in the consumer 
devices market and some other markets, 
such as security cameras and automotive, 
where hardware and software advances 
allow for AI model inference to be run on 
the device itself. 

Therefore, the emerging narrative for AI 
processing is that artificial intelligence at 
the edge will overshadow AI processing in 
the cloud over the next six to seven years.

To accomplish this, AI-enabled devices 
and products will require sufficient pro-

cessing power. These devices are moving 
AI processing tasks from software to hard-
ware, which will require chips with AI-spe-
cific enhancements.

Almost all suppliers of processor core 
technology are expected to integrate AI 
enhancements into their products in the 
coming years. This will trigger a major 
increase in AI support in system-on-chip 
(SOC) integrated circuits, potentially 
bringing capabilities like voice recogni-
tion, face recognition and object recogni-
tion to billions of devices.

Less than 20 per cent of SOC devices 
included AI capabilities in 2019. However, 
with the increasing integration of AI into 
processor cores, more than half of SOCs 
will be AI capable by 2023, according to the 
Omdia Processors Intelligence Service.

This rising penetration of chip-level AI 
will require software vendors to collaborate 
with companies across the AI ecosystem to 
ensure the right kinds of capabilities are 
built into hardware, including security. 

For example, processor IP supplier ARM 
is implementing security at the most basic 
level on semiconductor devices. These 
security features need to be taken into 
account at each level, from the chip, to the 
device, all the way to the cloud.

By delivering this intelligence on 
micro-controllers designed securely from 
the ground up, ARM is reducing silicon 
and development costs, and speeding up 
time to market for product manufactur-
ers seeking to enhance digital signal pro-
cessing and machine-learning capabilities 
on-device efficiently. 

The move to device and edge-level AI 
processing will also immediately address 
one of the most serious security issues fac-
ing the market, which is the risks involved 
with sending data to the cloud for process-
ing. By conducting AI processing tasks 
on the chip level, the need to send data 
through public networks will be reduced.

Makers of tablets, smartphones and 
smart speakers are developing products 
that use the capabilities of 5G to perform 
visual AI processing tasks by edge serv-
ers and appliances, bypassing the privacy 
risks involved in sending data to the cloud. 

By 2025, two out of three smartphones 
are expected to include built-in AI capa-
bilities. Global revenues for AI smart-
phones are forecast to increase to $378 bil-
lion, up from $29 billion in 2017, according  
to Omdia.

So the AI industry is preparing to 
move beyond the current stage of nar-
row, task-specific solutions and into the 
era of generalised intelligence. Data 
scientists are building such AI sys-
tems that are constructed based on key 
data-security principles.  

With security so intrinsic to AI systems,  
businesses may need to consider a security 
vendor at the same time they evaluate an 
AI provider.

However, solving security issues goes 
hand in hand with addressing larger eth-
ical issues related to AI. These ethical 
issues cannot be solved without address-
ing the security challenges and a strong 
ethical foundation will be essential as AI 
approaches human or superhuman levels 
of intelligence.

Ethical issues include fundamental 
questions such as whether an organisa-
tion’s AI technology provides an overall 
benefit to society or how much an organi-
sation needs to disclose about its AI activi-
ties to stakeholders and the general public.

One major question for organisations is 
whether they should be in control of their 
destiny when it comes to AI data.

To answer this question, organisa-
tions need to take a look at their practices 
regarding machine-learning and AI devel-
opment. For example, when conducting 
AI modelling, organisations need to ask 
themselves whether the training data they 
are using should comply with privacy laws 
like the European Union General Data Pro-
tection Regulation or US Health Insur-
ance Portability and Accountability Act. 
Alternatively, these companies may decide 
these laws should only apply to live data.

With the age of generalised AI approach-
ing, software vendors must work across the 
AI industry ecosystem to find the solutions 
for today’s security issues and tomorrow’s 
ethical challenges. 

A

Jenalea Howell 
AI market lead,
AI Summit
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